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Predicting Land use change with Data-Driven Models 

Abstract 

One of the main tasks of data-driven modelling methods is to induce a 

representative model of underlying spatial - temporal processes using past data 

and data mining and machine learning approach. As relatively new methods, 

known to be capable of solving complex nonlinear problems, data-driven methods 

are insufficiently researched in the field of land use. The main objective of this 

dissertation is to develop a methodology for predictive urban land use change 

models using data-driven approach together with evaluation of the performance of 

different data-driven methods, which in the stage of finding patterns of land use 

changes use three different machine learning techniques: Decision Trees, Neural 

Networks and Support Vector Machines. The proposed methodology of data-driven 

methods was presented and special attention was paid to different data 

representation, data sampling and the selection of attributes by four methods (χ2, 

Info Gain, Gain Ratio and Correlation-based Feature Subset) that best describe the 

process of land use change. Additionally, a sensitivity analysis of the Support 

Vector Machines -based models was performed with regards to attribute selection 

and parameter changes. Development and evaluation of the methodology was 

performed using data on three Belgrade municipalities (Zemun, New Belgrade and Surčin), which are represented as 10×10 m grid cells in four different moments in 

time (2001, 2003, 2007 and 2010).  

The obtained results indicate that the proposed data-driven methodology provides 

predictive models which could be successfully used for creation of possible 

scenarios of urban land use changes in the future. All three examined machine 

learning techniques are suitable for modeling land use change. Accuracy and 

performance of models can be improved using proposed balanced data sampling, 

including the information about neighbourhood and history in data 

representations and relevant attribute selections. Additionally, using selected 

subset of attributes resulted in a simple model and with less possibility to be 

overfitted with higher values of Support Vector Machines parameters.  
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П˓ˈˇ˅ˋђ˃˰ˈ ˒˓ˑˏˈː˃ ˖ ˍˑ˓ˋ˛˱ˈ˰˖ ˊˈˏ˯ˋ˛˕˃ 
˒˓ˋˏˈːˑˏ ˏˑˇˈˎ˃ ˅ˑђˈːˋ˘ ˒ˑˇ˃˙ˋˏ˃  

(Data-driven models) 

Реˊˋме Јеˇаː ˑˇ ˆˎа˅ːˋ˘ ˊаˇа˕аˍа мˑˇеˎˋ˓а˰а ме˕ˑˇа ˅ˑђеːˋ˘ ˒ˑˇа˙ˋма ȋData-

driven methods) је ˒˓ˑːаˎаˉе˰е ˓е˒˓еˊеː˕а˕ˋ˅ːˑˆ мˑˇеˎа ˋ˔˒ˋ˕ˋ˅ːˑˆ ˒˓ˑ˔˕ˑ˓ːˑ ˅˓емеː˔ˍˑˆ ˒˓ˑ˙е˔а, ˒˓ˋмеːˑм ˒ˑˇа˕ˍа ˋˊ ˒˓ˑ˛ˎˑ˔˕ˋ ˋ Data 

Mining ˋ Machine Learning ˒˓ˋ˔˕˖˒а. ʞˑ˒˖˕ ˇ˓˖ˆˋ˘ ˓еˎа˕ˋ˅ːˑ ːˑ˅ˋ˘ ме˕ˑˇа, ˍˑје ˓е˛а˅ај˖ ˍˑм˒ˎеˍ˔ːе ːеˎˋːеа˓ːе ˒˓ˑ˄ˎеме, ме˕ˑˇе ˅ˑђеːе ˒ˑˇа˙ˋма ˔˖ ːеˇˑ˅ˑљːˑ ˋ˔˕˓аˉеːе ˖ ˑ˄ˎа˔˕ˋ ˍˑ˓ˋ˛ће˰а ˊемљˋ˛˕а. ʒˎа˅ːˋ ˙ˋљ ˑ˅е ˇˋ˔е˓˕а˙ˋје је ˓аˊ˅ˑј ме˕ˑˇˑˎˑˆˋје ˊа мˑˇеˎе ˒˓еˇ˅ˋђа˰а ˒˓ˑмеːа ˖ ˍˑ˓ˋ˛ће˰˖ ˊемљˋ˛˕а ˖˒ˑ˕˓е˄ˑм ˓аˎˋ˚ˋ˕ˋ˘ мˑˇеˎа ˅ˑђеːˋ˘ ˒ˑˇа˙ˋма, ˑ˙еːе ˰ˋ˘ˑ˅ˋ˘ ˒е˓˗ˑ˓маː˔ˋ ˖ ˗аˊˋ ˒˓ˑːаˎаˉе˰а ˑ˄˓аˊа˙а ˖ ˒˓ˑмеːˋ ˍˑ˓ˋ˛ће˰а ˊемљˋ˛˕а ˒˓ˋмеːˑм ˕˓ˋ ˓аˊˎˋ˚ˋ˕е ˕е˘ːˋˍе ма˛ˋː˔ˍˑˆ ˖˚е˰а 
(Machine Learning Techniques): 1) ʠ˕а˄ˎа ˑˇˎ˖ˍе ȋDecision Trees), 2) ʜе˖˓ˑː˔ˍе м˓еˉе ȋNeural Networks) ˋ ͵Ȍ Ме˕ˑˇ ˅еˍ˕ˑ˓а ˒ˑˇ˓˛ˍе (Support Vector 

Machines). У ˇˋ˔е˓˕а˙ˋјˋ је ˒˓еˇˎˑˉеːа ме˕ˑˇˑˎˑˆˋја ˒˓ˋмеːе ме˕ˑˇa ˅ˑђеːˋ˘ ˒ˑˇа˙ˋма ˔а ˒ˑ˔е˄ːˋм ˑ˔˅˓˕ˑм ːа ˓е˒˓еˊеː˕а˙ˋј˖ ˒ˑˇа˕аˍа, ˖ˊˑ˓ˍˑ˅а˰˖ ˒ˑˇа˕аˍа ˋ ˋˊ˄ˑ˓˖ а˕˓ˋ˄˖˕а ˍˑјˋ ːај˄ˑље ˑ˒ˋ˔˖ј˖ ˒˓ˑ˙е˔ ˒˓ˑмеːе ˍˑ˓ˋ˛ће˰а ˊемљˋ˛˕а, ˖˒ˑ˕˓е˄ˑм ˚е˕ˋ˓ˋ ме˕ˑˇе: χ2, Info Gain, Gain 

Ratio ˋ Correlation-based Feature Subset. ʗˊ˅˓˛еːа је аːаˎˋˊа ˑ˔е˕љˋ˅ˑ˔˕ˋ мˑˇеˎа ˊа˔ːˑ˅аːˑˆ ːа Ме˕ˑˇˋ ˅еˍ˕ˑ˓а ˒ˑˇ˓˛ˍе ˖ ˊа˅ˋ˔ːˑ˔˕ˋ ˑˇ ˋˊ˄ˑ˓а а˕˓ˋ˄˖˕а ˋ ˒˓ˑмеːе ˒а˓аме˕а˓а. ʟаˊ˅ˑј ˋ ˑ˙еːа ме˕ˑˇˑˎˑˆˋје је ˖˓ађеːа ˍˑ˓ˋ˛ће˰ем ˒ˑˇа˕аˍа ˔а ˕˓ˋ Беˑˆ˓аˇ˔ˍе ˑ˒˛˕ˋːе ȋʖем˖ː, ʜˑ˅ˋ Беˑˆ˓аˇ ˋ ʠ˖˓˚ˋːȌ, ˍˑје ˔˖ ˒˓еˇ˔˕а˅љеːе ˓а˔˕е˓˔ˍˋм ћеˎˋјама ˅еˎˋ˚ˋːе 10×10 m ˖ ˚е˕ˋ˓ˋ ˓аˊˎˋ˚ˋ˕е ˅˓емеː˔ˍе е˒ˑ˘е ȋʹͲͲͳ, ʹͲͲ͵, ʹͲͲ7 ˋ ʹͲͳͲȌ. ʓˑ˄ˋјеːˋ ˓еˊ˖ˎ˕а˕ˋ ˖ˍаˊ˖ј˖ ˇа ˒˓еˇˎˑˉеːа ме˕ˑˇˑˎˑˆˋја ˇаје мˑˇеˎе ˒˓еˇ˅ˋђа˰а ˍˑјˋ ˔е мˑˆ˖ ˖˔˒е˛ːˑ ˍˑ˓ˋ˔˕ˋ˕ˋ ˊа ˍ˓еˋ˓а˰е мˑˆ˖ћˋ˘ ˔˙еːа˓ˋја ˊа ˄˖ˇ˖ће ˒˓ˑмеːе ˖ ˍˑ˓ˋ˛ће˰˖ ˖˓˄аːˑˆ ˊемљˋ˛˕а. ʠ˅е ˕˓ˋ ˋ˔˒ˋ˕ˋ˅аːе 
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˕е˘ːˋˍе ма˛ˋː˔ˍˑˆ ˖˚е˰а ˔˖ ˒ˑˆˑˇːе ˊа мˑˇеˎˋ˓а˰е ˒˓ˑмеːа ˍˑ˓ˋ˛ће˰а ˊемљˋ˛˕а. ʡа˚ːˑ˔˕ ˋ ˒е˓˗ˑ˓маː˔е мˑˇеˎа ˔е мˑˆ˖ ˒ˑ˄ˑљ˛а˕ˋ ˖˒ˑ˕˓е˄ˑм ˒˓еˇˎˑˉеːˑˆ ˄аˎаː˔ˋ˓аːˑˆ ˖ˊˑ˓ˍˑ˅а˰а ˒ˑˇа˕аˍа, ˖ˍљ˖˚ˋ˅а˰ем ˋː˗ˑ˓ма˙ˋја ˑ ˔˖˔еˇ˔˕˅˖ ˋ ˋ˔˕ˑ˓ˋјˋ ˍˑ˓ˋ˛ће˰а ˊемљˋ˛˕а ˖ ˓е˒˓еˊеː˕а˙ˋјˋ ˒ˑˇа˕аˍа ˋ ˖˒ˑ˕˓е˄ˑм ˓еˎе˅аː˕ːˑˆ ˋˊ˄ˑ˓а а˕˓ˋ˄˖˕а. У˒ˑ˕˓е˄а ˋˊа˄˓аːˋ˘ ˒ˑˇ˔ˍ˖˒ˑ˅а а˕˓ˋ˄˖˕а ˓еˊ˖ˎ˕˖је јеˇːˑ˔˕а˅ːˋјˋм мˑˇеˎˋма ˔а ма˰ˑм мˑˆ˖ћːˑ˔˕ˋ ˇа ˄˖ˇ˖ ˒˓е˕˓еːˋ˓аːˋ (ˇа ˋмај˖ ма˰˖ мˑˆ˖ћːˑ˔˕ ˆеːе˓аˎˋˊˑ˅а˰а ˒˓ˑмеːаȌ ˅ˋ˔ˑˍˋм ˅˓еˇːˑ˔˕ˋма ˒а˓аме˕а˓а Ме˕ˑˇа ˅еˍ˕ˑ˓а ˒ˑˇ˓˛ˍе. 
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Chapter 1: 

Introduction 

Land use and land cover changes (LULC) play important role in human and 

physical system and have significant impact on environment at local, regional and 

global scale. Land cover refers to the physical and biological cover over the surface, 

while land use refers to the purpose of the land in the sense of its exploitation. 

They are connected by the proximate sources of changes; human action that 

directly alter the physical environment (Meyer and Turner, 1994). Therefore, 

issues regarding land use changes over large areas are increasingly important for 

many studies related to environment in general and global change in particular 

(Cihlara and Jansenb, 2001).  

In order to use land more efficiently in the future, one of the prime prerequisites is 

information on existing land use patterns and changes in land use through time 

(Anderson, 1976). Understanding the complexity of land use change and the 

evaluation of its impact on the environment comprises the procedures of detection 

and modeling of those changes (Huang et al., 2010).  

Over the last few decades, a wide range of different types of land use change 

models have been developed in attempt to assess and project the future role of 

LULC in the functioning of the earth system (Veldkamp and Lambin, 2001). 

Literature provides an overview of many operation models for land use changes 

and urban growth (Wegener, 1994, U.S. EPA, 2000, Jones, 2005). However, clients 

for LULC models, such as urban planners and environmental agencies, have 

constant need for models that would be more adequate for their specific needs. 

Along with proper response to propagation of specific phenomena, a decisive 
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requirement to support sustainable growth and planning is to improve the 

reliability of predictive models (Kocabas and Dragicevic, 2006). 

The development of models for the analysis and prediction of dynamic geographic 

phenomena such as the movement of the Earth’s crust, landslides, climate change 

or land use and land cover change among others, have been spurred recently by 

the vast availability of digital data and geospatial datasets, new tools for data 

acquisition and storage in large databases, geographic information systems (GIS) 

and related technologies. Due to a large amount of available data and rapid 

advances in computer technology, a need for new modeling methods, data-driven 

methods, appeared.  

The data-driven (DD) methods provide the capability to develop modelling 

procedures for representation of the underlying processes from historical datasets. 

The focus of data-driven modelling methods is to find patterns and trends or to 

induce a representative model of underlying processes using past data and data 

mining and machine learning approach. As a class of methods known to be capable 

of solving nonlinear problems, they have been successfully applied to different 

dynamic geographic phenomena. However, as a relatively new approach, data-

driven methods are insufficiently researched in the field of land use, particularly 

for building prediction models of land use change (LUC). 

Considering the significance of LUC modeling and the promising potential of data-

driven methods which was not sufficiently researched, the primary question that 

this dissertation answers is to what extent can certain DD models can be used for 

modelling of land use change in case of high thematic resolution land use data. 

Starting hypothesis of this dissertation was: 

ǲBased on the available data on land use (land coverȌ from two or more time 
horizons and on the choice of appropriate auxiliary predictors, modeling of land 

use change on the area of interest can be carried out by using data-driven methods.ǳ 
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Therefore, the main goals of this dissertation are: 

∙ Design and development of land use change models based on different 

machine learning techniques, 

∙ Performance testing of developed models, 

∙ Appropriate validation of developed models,  

∙ Discussion of obtained results in regard to actual land use. 

The dissertation is organised in six chapters, including introduction. The second 

and third chapter describe the theoretical backgrounds of land use modeling and 

data-driven methods; fourth chapter presents study area; the last two chapters are 

devoted to the presentation of the conducted experiments, analysis and 

discussions on the obtained results and conclusions.  

In second chapter Land use modeling is presented. Basics of predictive modeling - 

the terms and objectives of modeling are introduced along with a brief review of 

the literature and different approaches for modeling of land use changes. 

Theoretical background and outline of the proposed methodology is presented in 

chapter Data-driven methods for land use change modelling which includes: 

defining the problem and data representation; three machine learning techniques - 

Decision Trees (DT), Neural Networks (NN) and Support Vector Machines (SVM); 

methods for attribute selection - Info Gain (IG), Gain Ratio (GR), Chi-Square and 

Correlation-based Feature Subset (CFS); appropriate data sampling and various 

forms of the Kappa statistics. Detailed review of the literature regarding previous 

application of data-driven methods in the land use field is presented. 

The detailed analysis of social-economic aspects of study area and preparation and 

analysis of used data are presented in chapter Study area, preparation and data 

analysis. In addition, assessment of similarity between planned and actual land 

use maps was performed and presented in this chapter. 

Results and discussions are presented in two sections. First section covers four 

conducted experiments designed in order to evaluate the performance of proposed 
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data-driven methodology, focusing on data sampling, datasets representation and 

attributes selection. Model outcomes were analysed and discussed. Second section 

is focused on sensitivity analysis of SVM techniques and appropriate selection of 

parameters. 
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Chapter 2: 

Land use change modeling 

2.1 Introduction to modelling 

The intention of the developed data-driven models in this dissertation is to model 

a spatial - temporal process that can be particularly used for prediction of land use 

changes. Consequently, it is necessary to define the basic theoretical background 

behind the spatial - temporal model and the predictive modelling used herein.  

There are various definitions from different authors found in literature referring to 

the term ǲspatial - temporal modelǳ and they can be summarized as (Dragicevic, 

2013a): 

Model is an abstract, simplified or partial representation or description of some or 

several aspects of the real world, phenomenon, process or system. 

Spatial model is an abstract, simplified or partial representation or description of 

some or several aspects of the geographic phenomenon that manifest in two or 

three dimensional space. 

Spatial – temporal model refers when the simplified representation is for 

dynamic geographic phenomena and uses input information on the spatial and 

temporal dimension.  

Since the main task of this research is to create predictions of land use changes, it 

is also necessary to define the term of predictive modeling. One of the most cited 

definitions of that term in the domain of land use modelling is: 
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Predictive modelling is the process by which a model is created or chosen to try 

to best predict the probability of an outcome (Geisser, 1993, page 31).  

Joshua Epstein (2008) explained that prediction can be a goal, and it is feasible, particularly ǲif one admits statistical prediction in which stationary distributions (of wealth or epidemic sizes, for instanceȌ are the regularities of interestǳ. )n 
addition, Epstein has presented sixteen reasons, beside prediction, to build 

models:  

1. Explain, 

2. Guide data collection,  

3. Illuminate core dynamics,  

4. Discover new questions,  

5. Illuminate core uncertainties, 

6. Suggest dynamical analogies,  

7. Promote a scientific habit of mind,  

8. Bound outcomes to plausible ranges,  

9. Offer crisis options in near-real time,  

10. Demonstrate tradeoffs / suggest efficiencies,  

11. Challenge the robustness of prevailing theory through perturbations,  

12. Expose prevailing wisdom as incompatible with available data,  

13. Reveal the apparently simple (complex) to be complex (simple), 

14. Train practitioners,  

15. Discipline the policy dialogue, and 

16. Educate the general public.  

Some definitions of a predictive model describe it as: ǲany device or mechanism which generates a predictionǳ ((aines-Young and Petch 1986, page ͳͶͶȌ and ǲa 
simplified representation or description of a system or complex entity, especially 

one designed to facilitate calculations and predictionsǳ (Makins ͳ99ͷ, page1003); 

thereby, the prediction presents the main goal of modelling. 

However, the most appropriate definition considering the aim of this research can 

be found in the IT Glossary (https://www.gartner.com/it-glossary) where 

http://en.wikipedia.org/wiki/Statistical_model
http://en.wikipedia.org/wiki/Probability
https://www.gartner.com/it-glossary
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predictive modelling is defined as solutions that ǲhave a form of data-mining 

technology that works by analyzing historical and current data and generate a 

model to help predict future outcomeǳ. 
Models can be classified in various ways. Brimicombe (2010) defined four classes 

of models loosely based on classification defined by Chorley and Haggett (1967): 

1. Natural analogues – these are descriptive models that can be historical 

(using events from past to explain present events) or spatial (using events 

from one place to explain events on another place), 

2. Hardware – these models use physical miniaturization of a phenomenon in 

order to examine general behaviour, changes in state, influence of variables 

and etc., 

3. Mathematical - phenomenon are described using equations, functions, or 

statistics. It can be deterministic (providing single solution) or stochastic 

(providing probabilistic solution taking into account random behaviour),  

4. Computational – using code and data to express a phenomenon and its 

behaviour. They include deterministic and/or stochastic elements alongside 

heuristics, logical operators, set operators, etc. Since most of the 

investigated phenomena in the real world are complex dynamic processes, 

it is unlikely that they can be reduced to a formal mathematical model. 

Computational models perhaps offer less precision and clarity, but they 

tend to offer a greater level of realism and flexibility. 

Furthermore, Brimicombe adds additional descriptors for computational models 

depending on:  

1. Role of time: 

∙ Static -  elements of the model are fixed over time, and 

∙ Dynamic - variables in a model are allowed to vary in time.  

2. Degree of specification of the model as a system: 

∙ White box – model representing a system is fully specified,  

∙ Grey box - model representing a system is partially specified, and 
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∙ Black box - model representing a system is not specified. 

3. Way in which the model is being used: 

∙ Exploratory - models seek to reveal the mechanism of some 

phenomenon, and 

∙ Prescriptive - models are used to provide answers (resulting outputs 

based on given inputs). 

Based on this classification, computational, dynamic, prescriptive and white (DT) 

or black box (NN and SVM) models were used in this research. 

2.2 Land use change models 

Land use changes ultimately affect future changes in the Earth’s climate and 
consequently have great implications for subsequent land use change (Agarwal et 

al., 2002). Land use has been often considered as a local environmental issue but it 

is now known that it is one of the main contributors related to environmental 

degradation and climate change at global levels (Foley et al., 2005, Lambin and 

Geist, 2006). The issue of LUC have become an important part of several 

international programs such as the International Geosphere - Biosphere 

Programme (IGBP), International Human Dimension Programme on Global 

Environmental Change (IHDP) and NASA's Land Cover and Land Use Change 

Program (Cheng, 2003, Zhao et al., 2011). Modelling of LUC is conducted at 

different time and space scale levels and was the subject of study in many scientific 

fields including: geography, urban planning, geo-information science, ecology and 

land use science (Verburg et al., 2004, Agarwal et al., 2002, Turner B.L. et al., 2007).  

Land use is determined by the spatial – temporal interaction of human and 

biophysical factors (Veldkamp and Fresco, 1996). Agarwal et al. (2002) proposed 

an analytical framework for the categorization and summary of land use change 

models based on scale and complexity of the model by taking into consideration 

space, time, human and biophysical factors. The scale of a model is defined by the 

temporal scale (time steps and duration), the spatial scale (spatial resolution and 

extent) and scales of human decision-making (agent and domain). Respectively, 
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model complexity can be represented with an index that considers the complexity 

of time (number of used time steps), space (spatial dimension and neighbourhood) 

or human decision-making (level of influence on human decision-making 

processes). 

Therefore, land use change is a very complex class of dynamic nonlinear 

geographic processes that is dependent on many factors. Based on the conclusions 

of Lambin and Geist (2006), the causes of land use change can be divided into two 

categories:  

 Proximate (direct, or local) causes explain how and why local land cover 

and ecosystem processes are modified directly by humans, and  

 Underlying (indirect or root) causes explain the broader context and 

fundamental forces underpinning these local actions. 

Some of the commonly associated causal factors (attributes) used in the modelling 

of land use change are: demography (population size, growth or density), 

accessibility (distance to city center, road, markets), economic (housing/land 

prices, job growth), social (affluence, human attitudes and values), physical 

characteristics of terrain (slope, elevation and aspect), biological characteristics of 

terrain (soil quality) and many others. 

Being complex and diverse in nature, the modelling of LUC is a difficult task and 

can be solved using different approaches ranging from the Markov model (Turner 

M.G., 1988, Muller and Middleton, 1994, López et al., 2001), logistic and multiple 

regression (Wu and Yeh, 1997, Theobald and Hobbs, 1998, Schneider and Pontius, 

2001, Hu and Lo, 2007), fractal (White and Engelen, 1993; Shen, 2002, 

Triantakonstantis, 2012), cellular automata (Clarke et al., 1997, White et al., 1997, 

Stevens and Dragicevic, 2007) to more recently, agent-based models (Castella et 

al., 2005, Brown et al., 2005, Xie et al., 2007, Kocabas and Dragicevic, 2009). The 

brief theoretical backgrounds of the two most popular approaches are presented 

below.  
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Cellular automata (CA) has a long tradition in land use change modeling. In the late ͳ9ͶͲ’s John von Neumann and Stanislawа Ulam were the first to develop CA. 

Several decades later, Waldo Tobler (1970) presented research in the simulation 

of population increase based on the cellular model. He released another very 

important study in which he used the CA for the consideration of physical 

phenomena (Tobler, 1979a). Helen Couclelis (1985) first referred to Tobler's work 

in the context of linking raster models and CA, claiming that the achievements of 

CA and systems theory could be combined and applied in urban and other 

geographic systems. From that time CA was used in a range of land use change 

issues.  

CA presents an effective bottom-up simulation tool for modeling dynamic 

processes. It is defined through five components: the grid space, the neighborhood, 

the finite set of states of each individual automaton, the transition rules, and the 

time step (Lai and Dragićević, ʹͲͳͳ). The study area is commonly presented as a 

lattice of cells (individual automata). Each cell exists in one of a finite set of states, 

and its future states depend on transition rules considering the local neighborhood. There are various approaches for transition rules (ǲif-thenǳ, Markov 
chain, fuzzy logic, artificial neural network, etc.). 

Agent - based model (ABM), with CA, presents a bottom-up approach for 

modelling processes and it is based on complex system theory. The process of 

modelling is carried out by agents (O'Sullivan and Haklay, 2000). Agents are used 

to represent entities and to make them communicate and interact with each other 

and/or with their environment. One of the main characteristics of the agents is 

autonomy, which can be defined as a control over their behaviour and internal 

states in order to make decisions and achieve goals (Dragicevic, 2013b). The 

formal definition of agent-based-modelling applied by Gilbert (2008, page 2) is 

that ABM is a ǲcomputational method that enables a researcher to create, analyze, 
and experiment with models composed of agents that interact within an environmentǳ. ABMs were successfully applied in the field of land use for various 

problems including land use planning and urban growth (Matthews et al., 2007). A 
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new approach was recently developed by linking CA and ABM in order to better 

explore urban growth (Sudhira, 2004, Torrens, 2006).  

The DD methods represent a relatively new approach in the field of land use 

change. The detailed review of the literature with regards to application of DD 

methods in the land use field is presented in the ǲData-driven methods for land use 

change modellingǳ chapter.  
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Chapter 3: 

Data-driven methods for land use 

change modelling 

The modern world can be considered as ǳdata-drivenǳ due to the availability of 

large amounts of data, numerical figures and other bits of information in the digital 

format. Data must be analysed and processed into a form that informs, instructs, 

answers and aids the understanding of the real world and decision making 

processes (Kantardzic, 2011). Data-driven methods offer the ability to develop 

modelling procedures that are based on historical datasets and are analysed for 

representation of change processes. Therefore, the main task of data-driven 

modelling is to find patterns, trends or to induce a representation of natural 

phenomenon. Additionally, according to Shahab Araghinejad (2014), some of the 

purposes of data-driven modelling are: 

 Data classification and clustering, 

 Function approximation, 

 Forecasting, 

 Data generation, 

 General simulation. 

Data-driven methods present entire discovering procedures for the processes that 

are being investigated: defining the problem, collecting and preparation of data, 

analysing data, finding /extracting/ learning patterns or building a model, 

validation and analysis of results and implementation of the results (Figure 3.1). 
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Data mining methods are often used to analyse and learn patterns that can be 

retrieved from data already present in extensive databases (Fayyad et al., 1996). 

Furthermore, Data mining (DM) uses Machine learning (ML), pattern recognition 

or statistical techniques to learn these patterns. 

It can be seen that DD methods encompass ML and DM approaches (Solomatine, 

2002). ML and DM use existing data which describe the phenomena of interest to 

learn the unknown relations between input and output variables. These continual 

and/or categorical variables can be processed often without explicit knowledge of 

mutual interactions. ML techniques include many methods with different kinds of 

learning algorithms. In this dissertation, ML techniques, such as Decision Trees, 

Neural Networks and Support Vector Machines are used for LUC modeling.  

Data-driven methods have been successfully used in many fields such as medicine 

(Khan et al., 2001), biological engineering (Benedict and Lauffenburger, 2013), 

biology (Knudby et al., 2010), chemistry (Zhou, 2004), economy (Huang Z. et al., 

2004), engineering and manufacturing (Paliwal and Kumar, 2009). Moreover, they 

have found application in geo-sciences such as hydrology for predicting runoff and 

management of river basins (Solomatine and Ostfeld, 2008), geology for prediction 

 

Figure 3.1 Data-driven methods as discovering procedure.  
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of landslide hazards (Tien Bui et al., 2012, Marjanović et al., 2011) and remote 

sensing for image classification (Bischof et al., 1992, Friedl and Brodley, 1997). 

One of the first DD methods used for modelling changes in land use were based on 

NN that was often coupled with cellular automata approaches (Yeh and Li 2003, 

Liu et al., 2007, Almeida et al. 2008, Thekkudan, 2008, Mahajan and 

Venkatachalam, 2009) or GIS (Pijanowski et al. 2002). Applications of DT (Li and 

Yeh, 2004) and SVM (Yang et al., 2008) were used as methods for constructing 

transition rules for cellular automata models of land use change. The use of DT and 

SVM methods in the field of LUC are starting to draw more attention in the 

research community (Okwuashi et al, 2012, Charif et al., 2012, Triantakonstantis et 

al., 2011). Although interest in the application of these methods in the field of land 

use change has been growing over the last few years, the capability of DT, NN and 

SVM to predict land use changes have not been significantly explored. 

3.1 Outline of the proposed methodology 

The main objective of this dissertation is to develop a methodology for building 

predictive models in urban LUC environment using DD approach. Performance 

evaluation of the proposed DD methods was accomplished using different data 

representations, data sampling, different ML techniques (Decision Trees, Neural 

Networks and Support Vector Machines) and different attribute selection methods 

(χ2, Info Gain, Gain Ratio and Correlation-based Feature Subset). 

The methodology itself is finally shaped and specified after thorough analysis of 

the results presented in the fifth chapter. The results provided basis for the 

verification of the proposed methodology and each of the DD methods. The results 

also enabled drawing conclusions that are vital for successful application of each 

method in terms of selection of appropriate data representation, data sampling, ML 

techniques and different attribute selection methods. 

Proposed methodology is presented in Figure 3.2 and it can be applied on many 

spatial - temporal phenomena.  

http://link.springer.com/search?facet-author=%22Yogesh+Mahajan%22
http://link.springer.com/search?facet-author=%22Parvatham+Venkatachalam%22


Chapter 3. Data-driven methods for land use change modelling 

15 

Each DD method contains seven stages: 

 (1) Defining the problem/objective, 

 (2) Collection and preparation of data - creating a database, 

 (3) Data sampling – selecting appropriate datasets for building and 

validating the models, 

 (4) Data analysis - finding best describing LUC attributes, 

 (5) Building the models – application of ML techniques 

 (6) Validation of the built models, 

 (7) Using the best performing model. 

The objective of a DD model is to predict urban land use changes. The problem of 

LUC prediction can be formulated as a classification task, in which land use classes 

represent the output of the model (section 3.2). 

Spatial - temporal processes, such as LUC, present very complex non linear 

problems and they depend on many different factors (attributes). Therefore, in 

order to define the distribution of those factors on a study area for several 

different moments in time, it is necessary to create a database in GIS environment. 

GIS database creation, which represents the second stage of the methodology, is 

represented in chapter 4. Data from this database are used to create training and 

test datasets which are necessary to built and validate model. 

As DD methods deal with very large data volumes, it is necessary to sample the 

data in order to obtain smaller, independent data frames, taking into consideration 

both training and test datasets for creation of representative samples for model 

building and validation. Proposed data sampling, which represents the third stage 

of the methodology, was presented in section 3.4. 
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Figure 3.2 Proposed methodology. 
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One of the key characteristics of DD methods is the choice of dataset 

representation and the choice of appropriate attributes for the most informative 

representation of real-world entities and the problem situation (section 3.5). There 

are a lot of attribute ranking and selection methods and techniques which can be 

used in the fourth stage. Four attribute ranking methods were used and compared 

in this research. As explained at the beginning of this chapter, in the ǲlearningǳ phase of spatial - 

temporal process (model building stage), DD methods use one of many ML 

techniques. Three ML techniques (section 3.3) were used and compared in the fifth 

stage of the proposed methodology. 

The sixth stage implies validation of the built model. In order to validate built 

models, the actual and predicted (outcomes of the model) land use maps were 

compared and various map comparison measures were used (section 3. 6). 

The last stage of the proposed methodology assumes the use of the best performing 

model. As shown in chapter 1 and 2, the purpose of the land use change prediction 

modeling can be various and it depends on attributes used for modelling, its scale and 

complexity.  

Theoretical background of the proposed methodology is completely presented in 

following sections of this chapter. 

3.2 Defining the problem and data representation  

The modelling of LUC using DD methods assumes the transformation of physical, 

socio-economical, neighbouring and other related data for each unit cell into an 

appropriate data representation for the area under consideration. The study area 

is represented as a grid of cells, often registered as raster-based GIS data layers, 

where each cell (pixel) has a rectangular shape and is uniquely identified with its 

accompanied attributes and land use class. Several GIS data layers of the study 

area at different moments in time are required for building the prediction model. 



Chapter 3. Data-driven methods for land use change modelling 

18 

When the data is organized in the previously described fashion, the function of the 

land use change can be derived based on the various ML techniques.  

The corresponding learning problem could be formulated as follows: each cell 

(instance) is represented as an n-dimensional vector xt, where coordinate xt
i 

represents the value of the ith urban attribute associated with the cell xt (xt=<xt
1, 

xt
2,…, xt

n>). Further, let C = {c1, c2,…ck } be the set of k predefined land use classes 

and yt+1   C land use class of xt in time t+1. A function applied over each xt from 

the grid representing the study area, fp: xt → yt+1, is called a prediction if for each xt 

holds that fp (xt) = yt+1 whenever a cell xt changes its land use to the class yt+1   C. 

Values from C are usually mapped into natural numbers with each representing a 

particular land use class and are commonly referred as target attributes when 

predicted in the form of yt+1. 

The ML techniques try to find a function fp’ that is the best possible approximation 

of a real unknown function fp using only the training dataset in which all attribute 

values and land use classes are known in advance and are applied to a specific 

learning method. 

Finding the function fp’ defines the well-known classification task in which classes 

represent land use classes to be predicted at time t+1 and input values represent 

attributes of grid cells at the previous time t. Various ML techniques could be 

applied to solve the problem at hand.  

In order to build the predictive model, one needs a dataset containing grid cells 

with accompanied attributes at time t – 1 (past) and corresponding land use 

classes at time t (present) in the form of (xt-1, yt )k, k=ͳ,ʹ,…,N, where N is the 

number of cells. This dataset is called a training set STR for the study area.  

The goodness of fp’ as a classification function is measured through its capacity to 

predict (classify) future changes (xt, yt+1). In order to evaluate the goodness of fp’, a 

separate test set STE in the form of (xt, yt+1)k, k=ͳ,ʹ,…,N is used to compare the 

predicted and the real land use classes at time t+1.  
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In order to better understand the need for all of the stages in the modeling process, 

methods of ML will be explained first (section 3.3) followed by the data sampling 

(section 3.4), selection of attributes (section 3.5) and validation of model (section 

3.6). 

3.3 Machine learning techniques 

In the 19ͷͲ’s, an early pioneer in the field, Arthur Samuel, developed the first self-

learning program for the game of checkers (Samuel, 1959). He defined machine learning as a ǲField of study that gives computers the ability to learn without being explicitly programmedǳ (Simon, 2013). Over the past 60 years the study of 

machine learning has grown and many definitions were created. Some of the most 

cited are: 

 By Herbert Simon in 1983: ǲLearning denotes changes in the system that 

are adaptive in the sense that they enable the system to do the same task or tasks drawn from the same population more effectively the next time.ǳ  

(Egresits et al, 1998, page 323), 

 By Tom Mitchell (1997, page 2): ǲComputer program that improves its 

performance at some task through experience.ǳ, more precisely ǲA 

computer program is said to learn from experience E with respect to some 

class of tasks T and performance measure P, if its performance at tasks in T, 

as measured by P, improves with experience E.ǳ  
Machine learning techniques can be used to solve different types of problems 

including: Classification, Regression, Numeric prediction, Clustering, Association 

and Concept description. However, all ML techniques can be divided into 

supervised and unsupervised. The learning technique is supervised if it ǲlearnsǳ 
with the actual outcome for each of the training examples (for classification, 

regression and numeric prediction). Oppositely, the technique is unsupervised (for 

clustering) if the outcomes are not provided (the training examples do not include 

the output values).  
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In this dissertation, following supervised ML techniques have been considered: 

Decision Trees, Neural Networks and Support Vector Machines. The theoretical 

backgrounds of the ML methods used within this body of work are described in 

detail in the following sub sections. 

3.3.1 Decision Trees  

Decision Tree is a simple but powerful method used for classification and 

regression. There is a number of different DT learning algorithms for classification: 

CART (Breiman et al., 1984), ID3 (Quinlan 1986) and C4.5 (Quinlan, 1993). In this 

dissertation the C4.5 decision-tree classifier was used. It classifies instances 

described with a set of attributes by testing the value of one particular attribute ai 

per node, commencing from the root of the tree (attributes are urban parameters 

ai = xt
i observed at time t). Testing then follows a certain path in the tree structure, 

which depends on the tests in previous nodes, and finally reaches one of the leaf 

nodes labelled with a class label. Each path leading from the root to a certain leaf 

node (class label) can be interpreted as a conjunction of tests involving attributes 

on that path. Since there could be more leaf nodes with the same class labels, one 

could interpret each class as a disjunction of conjunctions of constraints for the 

attribute values of instances from the dataset. 

The tree construction process performs a greedy search in the space of all possible 

trees starting from the empty tree and adding new nodes in order to increase the 

classification accuracy on the training set. A new node (candidate attribute test) is 

added below a particular branch if the instances following the branch are 

partitioned after the candidate attribute test in such way that the distinction 

between the classes becomes more evident (Figure 3.3). A perfect attribute choice 

is discerned if the test on attribute ai splits the instances into subsets in which all 

elements have the same class labels (those subsets become leaf nodes), Figure 

3.3a. On the other hand, the worst attribute choice can be discerned if the instances 

are distributed into subsets with equal numbers of elements belonging to different 

classes (Figure 3.3b). Hence, the root node should be tested against the most 

informative attribute concerning the whole training set. 
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Figure 3.3 Choosing the attribute in the internal node of the growing tree; a) 

perfect attribute choice, b) the worst attribute choice. 

The C4.5 classifier uses the Gain Ratio (GR) measure (Quinlan, 1986) to choose 

between the available attributes and is heavily dependent on the notion of entropy 

(Shannon, 1948). Therefore, GR effectively measures the capacity of an attribute to 

split the input set into sets with lower Entropy concerning class labels of 

containing instances (land use of grid cells xt=<xt
1, xt

2,…, xt
n>). Figure 3.4 explains 

the calculation of Gain Ratio. 

 

 

Figure 3.4 Calculating Gain Ratio of an attribute in the internal node of the 

growing tree. 
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Let Sin be the set of N instances for which the preceding test in the parent node 

forwarded them to the current node. Further, let ni be the number of instances 

from Sin that belong to class ci, i=1,...,k. The entropy E(Sin) is defined as a measure of 

impurity (with respect to the class label) of the set Sin as: 
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The entropy of the system is zero if all instances belong to the same class. On the 

other hand, if all classes are equally present, the entropy is a maximum (log2k). In 

the case of this research, the setting A denotes the candidate attribute of an 

instance x. Since assumption A is categorical and can take n different values ν1, 

ν2,…, νn, there are n branches leading from the current node. Each Sout(A=νi) 

represents the set of instances for which A takes the value νi. The informative 

capacity of A concerning the classification into k predefined classes can be 

expressed using the notion of Information Gain (IG): 
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In Equation (3.2) |Sout(A=νȌ| represents the number of instances in the set 

Sout(A=νȌ and E(Sout(A=νȌȌ is the entropy of that set calculated using Equation (3.1). 

The higher the IG is, the more informative attribute A is for classification in the 

current node, and vice versa (Mitchell, 1997). 

The main disadvantage of the IG measure is that it favours attributes with many 

values over those with fewer. This leads to wide trees with many branches starting 

from corresponding nodes. Complex trees with lots of leaf nodes lead to models 

that are expected to overfit the data (it will learn the anomalies of the training data 

and its generalization capacity, i.e., the classification accuracy on unseen instances 

will be decreased). In order to reduce the effect of overfitting, C4.5 further 

normalizes IG by the entropy calculated with respect to the attribute values 

instead of class labels (Split Information) to obtain the Gain Ratio (GR): 
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C4.5 uses GR to drive the greedy search over all possible trees. If the attribute is 

numerical (this is the case for most attributes in our application) C4.5 detects the 

candidate thresholds that separate the instances into different classes. Let (A, ci) 

pairs be (50, 0), (60, 1), (70, 1) (80, 1), (90, 0), (100, 0). C4.5 identifies two 

thresholds on the boundaries of different classes: A<55 and A<85. The variable A 

now becomes a binary attribute (true or false) and the same GR procedure is 

applied to select from among the two thresholds when considering the 

introduction of this attribute test into the growing tree. 

The C4.5 uses the so-called post-pruning technique to reduce the size of the tree 

(i.e. complexity of the model). After growing a tree that classifies all the training 

examples as well as a possible (overfitted model), a procedure is performed to 

remove and/or join some nodes yielding a tree that shows good behavior on the 

training set but is more general for the problem domain. There are many variants 

of the pruning technique but all of them can be compared with the adjusting 

parameter C in the SVM algorithm (explained in 3.2.3) since both techniques trade-

off the training error versus the model complexity in order to increase the 

generalization power of the induced classification model. 

The ability of DT to interpret the derived model as a set of IF – THEN rules enables 

a domain expert to have a better understanding of the problem and in many cases 

could be preferable to functional methods such as SVMs and NN. 

3.3.2 Neural Networks 

Neural Networks, which are also known as ǲArtificialǳ Neural Networks (ANN), are 

based on the logic of biological nervous systems (Figure 3.5). The first to introduce 

the idea of the mathematical model of biological neurons were neuropsychiatrist  
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Dendrites=Input; Synapse=Weight (w); Soma=Artificial neuron; Axon=Output 

Figure 3.5 Similarity between a) Biological neural cell and b) Artificial neuron. 

Warren McCulloch and mathematician Walter Pitts in a publication "A Logical 

Calculus of the Ideas Immanent in Nervous Activity" in 1943 (Abraham, 2002). 

Another contribution for development of neural networks was made by Donald 

Hebb in 1949, who postulated the first rule for self-organized learning (Haykin, 

2009). Using the McCulloch-Pitts model and the Hebb rule, Rosenblatt (1958) 

presented the perceptron, the simplest Artificial Neural Network.  

The perceptron consists of a single node (artificial neuron) (Figure 3.5b) and 

presents a binary classifier and can only classify linearly separable cases with a 

binary target (1, 0). The inputs to the neuron (x1, x2, ..., xn) are multiplied by 

corresponding connected weights (w1, w2, ..., wn) to form the weighted sum s 

(Equation 3.4). The weighted sum of inputs is then passed through an activation 
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function, f(s), to produce the neuron’s output signal y (Equation 3.5). If the sum is 

above the threshold Ʌ, the perceptron is activated (value of function is 1): 
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In order to eliminate the threshold Ʌ from Equation 3.5 a set of inputs to the 

neuron is often expanded with the additional constant input attribute x0 = 1 and 

the associated weight w0 (Jain et al., 1996). This additional input is called the bias, 

b. Therefore, with bias, Equation 3.4 becomes: 
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Activation functions that are commonly used are presented in Table 3.1. 

Table 3.1 Some types of activation function, f (s). 

Threshold  Piecewise-Linear  Sigmoid  Gaussian  
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Neural networks can be divided into two groups, based on the connections 

between the neurons (Jain el al., 1996): 

 Feed-forward: the data from input to output units is strictly feed-forward. In 

other words, signals can only travel in one direction.  
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 Feed-back (Recurrent): the data from input to output can travel in both 

directions, using loops and all possible connections between neurons.  

In this dissertation, the Multi-layer Perceptron (MLP) neural network defined by 

Rumelhart, Hinton, and Williams (1986a) was used. The MLP is a feed-forward 

neural network and one of the most widely used ANNs (Pijanowski et al, 2002). 

The MLP is comprised of an input layer, one or more hidden layers and an output 

layer (Figure 3.6). 

 

 

 
Figure 3.6 Schematic representation of a MLP classification network for a) two 

classes and b) k-classes, k>2. 
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In the simplest two class case (0 and 1) the output layer consists of only one 

neuron with a sigmoid activation function (Figure 3.6a). The network is trained 

with labelled examples from a training set using the well-known back-propagation 

algorithm (Rumelhart et al, 1986b). In the first iteration of the algorithm, each 

initial weight has a randomly chosen value (based on a normal distribution with 

zero mean). In each iteration every training example (urban grid cell) in the form 

of xj=<x1, x2,…, xn>j is propagated through the network and the outputs are 

compared with the desired values (yj = 0 or 1). For that purpose an error function E 

is defined to be: 
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jj sfyE
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1
. (3.7) 

Since f(sj) is a function of all network weights, E=E(w) represents a surface in the 

space of the weights w. The back-propagation algorithm uses gradient descent 

approach to move on the error surface in the direction of the fastest decrease of 

the function E. Using gradient descent each weight is updated with increment ∆wi=-η(∂E/∂wi), where Ʉ denotes learning constant (a proportionality parameter 

which defines the step length of each iteration in the negative gradient direction). 

The training is finished after a predefined number of iterations or when the error 

on a separate validation set could not be decreased anymore (Figure 3.7).  

 

 

Figure 3.7 Stop criteria for training NN using validation and training sets. 
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LUC models in this research deal with more than two land use classes (k) (Figure 

3.6b). For multiclass problems, MLP contains one output neuron for each class. 

Each training example should be accompanied with a binary vector consisting of all 

zeros, except on the place that corresponds to the related class. Therefore network 

outputs are no longer independent of each other and the sigmoid function is no 

longer appropriate for the output layer neurons. Classification MLP uses softmax 

activation function in which the output of the neuron k depends on all network 

outputs and the sum of the outputs equals to 1:  
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Network is trained using the same back-propagation method except that the error 

function is defined to be:  
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3.3.3 Support Vector Machines  

Originally, the SVM method (Vapnik 1995, Cristianini and Shawe-Taylor, 2000) 

was designed as a linear binary classifier that permits instances to be classified as 

only one of the two classes. However, one can easily transform an n-classes 

problem into a sequence of n (one-versus-all) or n(n-1)/2 (one-versus-one) binary 

classification tasks by using different voting schemes that lead to a final decision 

(Belousov et al., 2002). Given a binary training set (xi, yi), xiRn, yi{-1,1}, i=ͳ,…,m, 

the basic variant of the SVM algorithm attempts to generate a separating hyper-

plane in the original space of n coordinates (xi parameters in vector x) between 

two distinct classes (Figure 3.8).  
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Figure 3.8 General binary classification case (h: wx+b=0; h1: wx+b=1;  

h2: wx+b=-1). Shaded points represent misclassified instances. 

During the training phase, the algorithm seeks out a hyper-plane that best 

separates the samples of binary classes (classes 1 and –1). Let h1: wx + b = 1 and h-

1: wx + b = –1 (w, xRn, bR) to be possible hyper-planes such that the majority of 

class 1 instances lie above h1 (wx + b > 1) and the majority of class –1 fall below h-1 

(wx + b < –1), whereas the elements belonging to h1, h-1 are defined as Support 

Vectors. Finding another hyper-plane h: wx + b = 0 as the best separating (lying in 

the middle of h1, h-1) involves calculating w and b, i.e., solving the nonlinear convex 

programming problem. 

The notion of the best separation can be formulated as finding the maximum 

margin M between the two classes since M = 2||w||-1 maximization of the margin 

leads to the constrained optimization problem of Equation (3.10): 
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Despite having some of the instances misclassified (Figure 3.8), it is still possible to 

balance between the incorrectly classified instances and the width of the 
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separating margin. )n this context, the positive slack variables εi and the penalty 

parameter C are introduced. Slacks represent the distances between the 

misclassified points and the initial hyper-plane, whereas parameter C models the 

penalty for misclassified training points that trade-off the margin size for the 

number of erroneous classifications (the bigger the C the smaller the number of 

misclassifications and smaller the margin). The goal is to find a hyper-plane that 

minimizes the misclassification errors while maximizing the margin between 

classes. This optimization problem is usually solved in its dual form (dual space of 

Lagrange multipliers). 
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where w* is a linear combination of training examples for an optimal hyper-plane. 

However, it can be shown that w* represents a linear combination of Support 

Vectors xi for which the corresponding αi Lagrangian multipliers are non-zero 

values. Support Vectors for which the C > αi > 0 condition holds belong either to h1 

or h-1. Let xa and xb be two such Support Vectors (C > αa, αb > 0) for which ya = 1 

and yb = –1. Now b could be calculated from b* = –0.5w*(xa + xb), so that the 

classification (decision) function finally becomes: 

     



  byf
m

i

iii

1

sgn xxx  . (3.12) 

In order to cope with non-linearity even further, one can propose the mapping of 

instances to a feature space of very high dimension: φ: Rn→Rd, n << d, i.e., x → φ 

(x). The basic idea behind mapping into a high dimensional space is to transform 

the non-linear case into a linear form that can then be applied to the general 

algorithm already explained in Equations (3.10-3.12). In such space, the dot-

product from Equation (3.12Ȍ transforms into φ (xiȌ →φ (x). A certain class of 

functions for which k(x,yȌ=φ(x)φ(y) is true are called kernels (Cristianini and 

Shawe-Taylor, 2000). They represent dot-products in high-dimensional dot-

product spaces (feature spaces) and could be easily computed into the original 

space.  
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In this dissertation, a Radial Basis Function kernel (Equation 3.13) also known as a 

Gaussian kernel (Abe 2010), gave encouraging results and was implemented in the 

experimental procedure. 
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Now Equation (3.12) becomes: 
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In Equation 3.13, γ is used to control the radius of influence of each training point for which αi is a non-zero value (support vector) to the classification outcome. If γ 

increases then the number of support vectors for which the related summand in 

the expansion given with Equation 3.14 has a non-zero value decreases. Therefore, 

increasing the parameter γ over a certain threshold when C is kept constant, leads 

to a more complex model (overfitting) since the shape of a decision surface is more 

influenced by local support vectors. Smaller values for γ produce smoother 

surfaces (classification outcome depends on many support vectors). Successful 

SVM models require the optimal combination of C and γ in the process of training. 

These parameters can be found in the process of cross-validation in which a model 

is trained on a portion of the training set and validated on the remaining part. 

3.4 Data sampling 

As DD methods deal with very large volumes of data, it is required to sample the 

data in smaller sizes as representative samples for model building. It is necessary 

to create sample data that are large enough to contain significant information 

required for modelling yet small enough to enable feasible computational 

processing. There are lots of sampling techniques, however, the most commonly 

used technique in the LUC field (Yang et al., 2008, Lakes et al., 2010, Okwuashi et 

al., 2012) is random sampling. A random sample implies that the instances are 

randomly selected (all instances have an equal chance to be selected).  
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In many cases land use change modelling deals with a large amount of data in 

which changes occur within a small percentage of the whole study area. Hence, if 

random sampling technique is used to create a training set the built models would 

be biased to predict the majority class (no change). Considering the whole study 

area containing N cells, n << N cells were sampled in order to build the training set 

(xt-1, yt )k, k=ͳ,ʹ,…,n. The training set contained all changed and an equal number of 

unchanged cells that were uniformly distributed over the area, thereby preserving 

original distribution over the classes. This balanced dataset would produce more 

realistic predictive model with less bias towards the majority class.  

In addition, high agreement between the predicted and the actual class measured 

by a single metric like kappa statistics does not necessarily indicate an accurate 

model in cases when the study area contains a small percentage of changes (van 

Vliet et al. 2011). Hence, it is necessary to select only the subset of all cells at time t 

to form the test set (xt, yt+1)k, k=ͳ,ʹ,…,m, m << N using the same approach as for the 

training set.  

The proposed sampling approach obtains a more realistic dataset for model 

creation and its evaluation. The approach was tested in one of the experiments that 

were carried out in the dissertation. 

3.5 Attribute selection 

The process of land use changes is complex and influenced by many factors such as 

physical, social and economical factors (Geurs and Van Wee 2004, Pickett et al. 

2001). There are many attributes that describe the process, but usually the main 

problem is the availability and quality of those data. Commonly used attributes 

include distances (to transportation networks, schools, industry, commercial and 

shopping centres and other objects of interest), slope, population and 

neighbourhood description.  

However, irrelevant attributes often confuse the learning process and therefore it 

is appropriate to perform the attribute selection process. The main idea behind 
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attribute selection is to choose a subset of informative attributes by eliminating 

those with little or no predictive information (Kim et al. 2003). The four main 

reasons to perform attribute selection are: 

 Improving accuracy of the model, 

 Reducing model complexity, 

 Reducing overfitting, 

 Reducing the time required to train (learn). 

The method for attribute (also known as feature) selection can be classified into 

two types: the wrapper and filter method. The Filter method is independent of the 

used ML technique and ranks each attribute according to some metric, selecting 

the highest ranked attributes. The Wrapper method, on the other hand, uses the 

selected method of classification itself. The ML algorithm used is wrapped into the 

selection procedure (Witten et al., 2011) using cross-validation to calculate the 

benefits of adding or removing a particular attribute from the used attribute subset 

(Das, 2001). Both methods have advantages and disadvantages (Das, 2001, 

Talavera, 2005, Zhu et al., 2007); however, in this dissertation several different 

filter methods were used and compared.  

There are a lot of attribute ranking and selection methods and techniques. 

Attribute ranking methods rank attributes independently of each other according 

to their measure of association with the land use class (the nature of the measure is different among the methods, i.e. correlation for χ2). Since these methods 

produce a ranking, an additional method must be used to select the appropriate 

number of attributes (most informative subset of attributes). In this dissertation 

three ranking methods were used χ2, Info Gain and Gain Ratio and recursive 

attribute elimination method (Witten et al., 2011) is performed. By using the 

recursive attribute elimination method, a subset of the most informative attribute is 

obtained in the following manner: build a model using one of the ML techniques 

(DT, NN or SVM) with all attributes and perform the validation of the obtained 

model. In the following steps, the lowest ranked attribute is removed and the 
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process is repeated until all attributes have been removed. The obtained results 

are compared and the first m (m<n) attributes, for which the model obtains the 

best results, are selected. 

In addition to these three ranking methods, a Correlation-based Feature Subset 

selection method was used. Since this method automatically determines a subset of 

relevant attributes, it was not necessary to perform a recursive attribute 

elimination method. 

In the following text χ2 and Correlation-based Feature Subset are described, since 

the Info Gain and Gain Ratio were described in detail in section 3.3.1. 

3.5.1 Chi-Square (χ2) 

Chi-Square evaluates attributes based on the χ2 statistics which tests the 

independence between an input attribute A and the class attribute C (land use 

class). Continual attributes are discretized into a several number of intervals after 

sorting their values.  

Let in Oij be the number of observed instances (raster cells) having the value of the 

attribute A=ai (or value from the i-th interval if A is continuous) and belonging to 

the class C = cj. Further let Eij be the corresponding expected number of such 

instances under the assumption that the attribute A and the class C are mutually 

independent. The χ2 statistic is then defined as (Liu and Setiono, 1995): 
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where l is the number of A’s different values (intervals) and k is the number of 

classes. If A and C are independent then the expected frequency is calculated based 

on: 
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where naj is the number of instances for which A = ai, and ncj is the number of 

instances belonging to class cj. The statistical degree of freedom for this 
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problem setting is equal to (k-1)(l-1). After lookup in the table of χ2 statistics it is possible to accept or reject the independence hypotheses for certain α level.  
In principle, higher values of χ2 indicate stronger dependence between the two 

attributes.  

3.5.2 Correlation – based Feature function (CFS) 

The Correlation-based Feature Subset (CFS) (Hall and Smith 1998) evaluates a 

subset of attributes (features) by considering the individual predictive ability of 

each attribute along with the degree of redundancy among them. Since the CFS 

ranks the subset of attributes according to a correlation based heuristic evaluation 

function, this method favours the subsets of attributes that are highly correlated 

with the land use class and uncorrelated with each other. After sorting all 

attributes according to their respective correlation with the class, attributes are 

added to the subset beginning with the most correlated one. The next attribute is 

added if it has a higher correlation with the class than with any other attribute 

already in the subset. The method is therefore capable to automatically determine 

a subset of relevant attributes. 

In order to get information on how predictive a group of attributes is, CFS 

calculates the heuristic "merit" of an attribute subset S with k attributes: 
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  (3.17) 

where 
cfr is the mean attribute-class correlation (f ∈ S) and 

ffr is the average 

attribute-attribute inter-correlation. 

Since some attributes have higher and some have lower values, it is necessary to 

normalize the correlation used in Equation 3.17 to ensure that all attributes have 

equal effect and that they are comparable. The correlation between two nominal 

attributes A and B can be measured and normalized using Symmetrical Uncertainty 

compensation (Hall and Smith, 1999):  
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where E(A) and E(B) are the entropy functions explained in section 3.3.1 (entropy 

is based on the probability associated with each attribute value) and E(A, B) 

presents the joint entropy of attributes A and B (calculated from the joint 

probability of all combinations of values of attributes A and B). Therefore, CFS 

determines the goodness of a set of attributes using: 
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where C is the class attribute (target attribute) and the indices i and j range over all 

attributes in the set S (Witten et al. 2011)  

3.6 Measures for model validation 

The predictive performance of the built (trained) models was tested using a test 

set (xt, yt+1) that belongs to the future from the perspective of data used to build the 

models (section 3.2). The model performance on such a ǲfutureǳ test set could be 

regarded as a realistic assessment of its capability to predict future land use 

changes. The built models were used in order to predict a land use class for each 

grid cell at time t+1 based on the cell attributes at time t (xt→ yt+1). The predicted 

land use classes were compared with the real classes at time t+1. Therefore, LUC 

models are evaluated using validation measures of map agreement.  

Since the processes of land use changes are very complex, effective measurement 

of the predictive performance of each built model requires the use of different 

validation measures. These measures were analysed in order to compare the real 

land use state with the predicted scenario: kappa, kappa location, kappa histo, 

kappa simulation and fuzzy kappa. 
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3.6.1 Kappa  

Geographical information systems, high-resolution spatial modelling techniques 

and more accessible remote sensing data offer simple approaches for comparison 

in which two raster maps can be spatially matched cell-by-cell to estimate the total 

number of matching cells. This cell-by-cell approach is by far the simplest method, 

but finer details can be achieved by developing more advanced spatial 

comparisons using the aforementioned computing tools. 

Over the past decade, standard kappa statistics was developed, adapted and used 

frequently to determine the similarity assessment of two raster maps. Kappa 

statistics is not only applied for geographical problems but is used in many other 

fields including medicine, biostatistics, social sciences etc. There is also a wide 

number of applications that are related to the validation of ML techniques in spatial modeling (Foody, ʹͲͲͶ, Aronoff, ʹͲͲͷ, Kovačević et al, ʹͲͲ9Ȍ. 
Kappa statistics can be used to present the level of agreement between two 

compared maps that, through the preparation of a contingency table, details how 

the distribution of categories in map A differs from map B. Each element p ij in the 

contingency table (Table 3.2) indicates the fraction of cells that have category i in 

Map A and category j in Map B: 

Table 3.2 Generic form of a contingency table. 

  Map B  

 Classes 1 2 3 … N Σ map A 

M
a

p
 A

 

1 p11 p12 p13 … p1n p1+ 

2 p21 p22 p22 … p2n p2+ 

3 p31 p32 p33 … p3n p3+ … … … … … … … 

N pn1 pn2 pn2 … pnn pn+ 

 Σ map B p+1 p+2 p+2 … p+n 1 
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The kappa index that was introduced by Cohen (1960) presents a measure of 

agreement adjusted for chance and it is calculated by Equation 3.20. 
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where P(O) presents observed fraction of agreement (Equation 3.21): 
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And P(E) is the proportion of the fraction of agreement that may be expected to 

arise by chance (Equation 3.22): 
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Kappa has values between -1, representing no agreement at all, and 1, representing 

a perfect matching of two maps. The kappa index values <0 indicate no agreement 

and values falling in the ranges of 0-0.20 are categorized as slight, 0.21–0.40 as fair, 

0.41–0.60 are categorized as moderate, values between 0.61-0.81 are substantial 

and values higher than 0.81 are considered as almost perfect as was outlined in 

similar studies (Landis and Koch, 1977). 

3.6.2 Kappa location and Kappa histo 

Pontius (2000) was one of the first, who criticized the use of simple kappa 

statistics for comparison of digital raster maps. He introduced two new statistics 

indices that include kappa location and kappa quantity in order to examine the 

similarity of location and quantity separately. The kappa location presents the 

measurement of similarities in the spatial allocation of categories in the two 

compared maps. It gives the similarity scaled as the maximum similarity that can 

be reached with the given quantities and is calculated according to Equation 3.23.  
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P(max) presents maximum fraction of agreement given the distribution of class 

sizes and is calculated according to Equation 3.24. 
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Unfortunately, the kappa quantity introduced by Pontius has proven to be unstable 

and incomprehensible in various studies (Sousa et al., 2002). In order to overcome 

the drawbacks of the kappa quantity statistics, Hagen (2002) introduced a new 

statistical index called kappa histo (kappa histogram). Kappa histo can be 

calculated directly from the histograms of two maps by Equation (3.25). 
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  (3.25) 

The mutual relationship between kappa location, kappa histo and standard kappa 

could be expressed as Equation 3.26. 

 locationhisto KKKappa   (3.26) 

Same as kappa, kappa location can get values from -1 to 1, were -1 represent no 

agreement at all at specifying location, 1 perfect agreement at specifying location 

and 0 indicates the agreement as can be expected by chance. Kappa histo has 

values between 0 and 1, where 1 indicates a perfect agreement and 0 indicates that 

there is no agreement at all in the class sizes (Vliet, 2011). 

3.6.3 Kappa simulation 

In order to assess the accuracy of land use change models, van Vliet (2009) 

proposed a new kappa index called kappa simulation. The accuracy of the land use 

change models is mainly achieved by comparing actual land use with the 

simulation (prediction) result. Van Vliet started from the fact that changes in land 

use cover only a small percent of the total study area in the most of LUC models. He 

introduced a statistic similar to kappa statistics with a more appropriate stochastic 

model of random allocation of class transitions relative to the initial map. 
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It is found that only kappa simulation truly tests models in their capacity to explain 

LUC over time, but unlike kappa it does not inflate results for simulations where 

little change takes place over time (van Vliet et al., 2011). 

Furthermore, by considering the distribution of class transitions (interpreted as 

conditional probabilities), kappa statistics is modified by integrating the amount of 

land use changes in the expected agreement. Therefore, the chance of finding a 

certain class at a location will depend on the class that was originally there. It is 

necessary to express the size of class transitions as a function of the original land 

use map and the simulated or actual land use map. The fraction of cells that 

changed from land use j in the original map to land use i in the simulated land use 

map S express as p(iS |jO) and A as p(iA | jO) for the actual land use map A 

accordingly. Because the original land use map (O) is the same for both the 

simulated and actual LUC, the expected agreement between the simulated land use 

map and the actual land use map can be expressed by Equations 3.27, 3.28 and 

3.29. 
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where P(E) simulation defined the expected fraction of agreement, given the sizes 

of the class transitions. 
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where P(max) presents the maximum accuracy that can be achieved given the 

sizes of the class transitions.  

KSimulation is the coefficient of agreement between the simulated land use transitions 

and the actual land use transitions and it states as follows:  
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Same as standard kappa, kappa simulation is the result of two types of similarities, 

kappa transloc and kappa transition. Kappa transition indicates the similarity in 
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class transitions, while kappa transloc indicates the similarity in the allocation of 

these transitions. These two values can by calculated using Equations 3.30 and 

3.31 (van Vliet et al., 2011). 
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The values of kappa simulation, kappa transloc and kappa transition have the 

same range as kappa, kappa location and kappa histo, respectively. 

3.6.4 Fuzzy Kappa 

The latest approach in assessing similarities of raster maps is based on fuzzy set 

theory (Zadeh, 1965). Geoscientists and GIS professionals adopted this theory 

(Burrough, 1996; Burrough and McDonnell, 1998) with the purpose of 

characterizing inexactly defined spatial classes or entities that deal with ambiguity, 

vagueness and ambivalence in mathematical or conceptual models of spatial 

phenomena. Based on fuzzy set theory, Hagen (2003) proposed the new approach 

in assessing spatial similarities and changes between raster maps. The fuzzy-based 

map-comparison method was primarily developed for the calibration and 

validation of the cellular automata models for land use dynamics.  

Fuzziness can be considered from two aspects; a) locational based on the concept 

that the fuzzy representation of a raster cell depends on the cell itself and, to a 

lesser extent, also on the cells in its neighbourhood, and b) categorical which 

originate from vague distinctions between categories. 

The extent of the neighbouring cells or locational fuzziness could be expressed by a 

distance decay function. The categorical fuzziness can be introduced by setting off-

diagonal elements in the Category Similarity Matrix to a number between 0 and 1 

that corresponds to membership values of different categories. Since there are no 
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straightforward rules for assigning membership values, choosing values in the 

matrix is subjective and it could be selected on the basis of a priori experience. 

The kappa fuzzy index is similar to the traditional kappa statistic in that the 

expected percentage of agreement between two maps is corrected for the fraction 

of agreement that is statistically expected from randomly relocating all cells in 

compared maps: 
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where R is the number of the furthest neighbourhood ring, E is probability function 

of i-th neighbourhood ring calculated for each combination of categories for 

matched cells, M is the fuzzy membership function and di is the radius of the i-th 

ring.  
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Chapter 4: 

Study area, preparation and data analysis 

4.1. Analysis of social-economic aspects of study area  

Belgrade, the capital city of Republic of Serbia (Figure 4.1), is situated at the 

confluence of the Sava and Danube rivers, and surrounded by Pannonian Plain, on 

the north side and Avala (511 m) and Kosmaj (628 m) mountains, on the south 

side. Belgrade lies on the average elevation of 117 m, at geographic coordinates latitude ͶͶ°Ͷ9’ͳͶ’’N and longitude ʹͲ°ʹ’ͶͶ’’E. The administrative area covers 
3,223 km2 and the city has around 1.6 million inhabitants. Its territory is divided 

into 17 municipalities that comprise of 157 settlements (census designated places, 

CDPs). The urbanized area and the inner part of the city of 775 km² include 11 

urban municipalities with 32 CDPs. In the period 2002-2011 the Region of City of 

Belgrade has had an increase of population (approx. 4%) while in other Regions in 

Serbia population decreased from 5% in the Western and Northern to 11% in the 

Southern and Eastern Serbia (Petrić et al., ʹͲͳʹȌ.  
Belgrade is one of the oldest cities in Europe and has a rich, vivid and long history 

that dates back from over seven thousand years ago. The Belgrade area was 

developed under different cultural, social and economic conditions as part of many 

different reigns. The most intensive demographic, socio-economic and socio-

geographic changes of the 20th century in the territory of Serbia took place between the ͳ9Ͳ’s and ͳ9ͺͲ’s, thereby dramatically altering the organization and 

form of space use. The major causes of these changes were the distinctly planned 

industrialization of the former Yugoslavia as well as the politically initiated 
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Figure 4.1 Location of Belgrade. 

urbanization and deagrarization. 

The development of Belgrade and its agglomeration has several stages in spatio-morphological, economic and demographic development ȋVojković et al., ʹͲͳͲȌ. At 
the beginning of the 20th century, the central Belgrade area covered only about 12 

km2 with about 70,000 inhabitants (in the year 1900), while the administrative 

territory of the Belgrade district, in that time, spread over the area of 2,025 km2 

with about 126,000 inhabitants. Due to accelerated industrialization and abrupt 

urbanization, the Belgrade area permanently grew in the second half of the 20th 

century and changed its spatio-functional structure. From the end of World War II 

to the 2002 census, Belgrade multiplied the number of its inhabitants by 2.5 times. 

Intensive demographic growth was a result of migration flows and territorial 

expansion whereby new settlements were included in the administrative town 

area and immigrant streams were intensive. Powerful and disorganized migration, 
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not only from the territory of Serbia but also from the other republics of former 

Yugoslavia, proves the significance of Belgrade in broader surroundings.  Until the ͳ9Ͳ’s, the strict urban area encompassed the majority ȋ9Ͳ%Ȍ of Belgrade’s total population growth. )n that first period of urban development, right 
after the World War II, the highest population growth rates were found in the 

central Belgrade municipalities. As the old central town core had already been 

urbanized and densely inhabited, higher growth rates were also established in the 

broader zone of the Belgrade urban area during the inter-census period from 

1953-1961. Numerous settlements from the immediate hinterlands and suburban 

municipalities of the time were losing their population as they kept moving to 

Belgrade. The intensive industrialization process expanded from the strict urban 

area towards peripheral zones during the period between the census years 1961 

and 1981, resulting in the harmonization of the growing population with 

employment in industry. The central Belgrade area (consists of parts of 10 town 

municipalities, Master Plan area) is characterized by specific demographic 

development and polarization of demographic trends: a) depopulation of the 

oldest urban core of the town (municipalities Stari Grad, Vračar and Savski VenacȌ; bȌ dynamic population growth in the municipalities of Voždovac, Zvezdara, Zemun 
and Palilula; c) intensive concentration of population in the municipalities of New Belgrade, Čukarica and Rakovica. )n the economic structure of Belgrade, the 

predominant activities are those of the tertiary-quaternary sector, with slow 

modernization of industry. The most important spatial changes caused by 

deindustrialization are visible in the central zones of the strict town core 

(desistance of productive activities, but often without formal change of land use 

due to incomplete company restructuring processes) and in industrial centers in 

the broader town area. Reindustrialization is a feature of the peri-urban 

agglomeration zone and is mainly occurring along traffic corridors. The traditional 

Belgrade and Zemun town centers, which have a distinct concentration of 

business-related contents from the preceding period, are gradually losing their 

primacy in comparison with the dynamic development of business centers in the New Belgrade zone ȋVojković et al., ʹͲͳͲȌ. 
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Due to the amount of data preparation, which was time consuming, and limited 

capacity of computer hardware used, it was necessary to separate only a part of 

Belgrade area for further consideration. Therefore, the study area used includes 

four municipalities: Zemun, New Belgrade, Surčin and a part of Dobanovci 
municipality. However, since only a fraction of Dobanovci municipality is used, it is further, in most cases, considered as a part of Surčin municipality in this 

dissertation (Figure 4.2). Thus, these three neighbouring municipalities 

highlighted in the Figure below were selected because they represent completely 

different urban types. 

The Old Core of Zemun constitutes an integrated urban phenomenon expressed in 

a multiplicity of shapes, contents and meanings, and is designated as a national historic site within the city ȋGrozdanić, ʹͲͳͲȌ. The Master Plan of Belgrade 

includes the development of two suburban settlements: Zemun Polje and 

Batajnica, and the further development of one urban municipality, Zemun. The 

municipality of Zemun occupies an area of 9,942 ha of the Master Plan and 

contains a population of about 15,000. 

 

Figure 4.2 Study area. 
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The construction of New Belgrade began after World War II. It was conceived as a 

modern city on the left bank of the Sava River and played a key role in transforming the previous capitalist image of the city into socialist one ȋMarić et 
al., 2010). The municipality of New Belgrade is divided into large rectangular 

residential blocks that are separated by wide boulevards. The population density 

of New Belgrade is the highest in the city and contains 220,000 inhabitants within 

an area of 4,096 ha. New Belgrade has recently become the commercial center of 

Belgrade. Until ʹͲͲͶ, Surčin was a part of the territory of Zemun, however it was later 
formed as a separate municipality consisting of seven settlements (villages). Most 

of the settlements of Surčin are situated within the boundary of the Master Plan. 

The airport complex "Nikola Tesla" is situated in the north-eastern part of the 

municipality and has a significant influence on Surčin’s spatial development. As 

already mentioned, this study included the settlement of Surčin and part of the 
settlement Dobanovci. The total research area of Surčin covers 6,119 ha with a 

population of about 41,000. 

The main study region covered an area of about 20,157 ha and was buffered by 

100m on each side to minimize any potential edge effects.  

4.2. Used data and software 

Since the land use changes present complex process influenced by many different 

factors, it was necessary to collect and prepare different types of available data, 

which represent land use state in several different moments in time. The main 

problem was to collect different types of data (such as land use map and 

population) for same years. Consequently, four years were chosen: 2001, 2003, 

2007 and 2010. GIS database was created based on the following data: 

 Actual land use maps for two years (2003 and 2010), 

 Map of Master Plan of Belgrade for 2021, 

 Orthophoto for four time years(2001, 2003, 2007 and 2010), 
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 Available census data (2001, 2002, 2003, 2007, 2010 and 2011), 

 Soil Sealing raster map and 

 Residential Building Blocks Layer. 

The collection, preparation and analysis of data lasted for two years and several 

various software were used. GIS database was created using ArcGIS (ESRI, 2011) 

software. ArcGIS software and SAGA (System for Automated Geoscientific 

Analyses) GIS environment (Böhner, J., et al., 2008) were used in order to create 

attributes and to analyze the data. The Java programming routines have been 

developed in order to generate some attributes and all datasets which were used 

for the model building and its validation. The Map Comparison Kit (MCK) (Visser 

and de Nijs, 2006) software was used for assessment of similarity between 

planned and actual land use maps. 

4.2.1 Creation of Land use maps 

Land use maps were created based on four orthophoto maps from 2001, 2003, 

2007 and 2010 and actual land use maps from 2001 and 2010 (vector maps in GIS 

environment). 

Actual land use maps were obtained from Urban Planning Institute of Belgrade as 

well as map of Master Plan of Belgrade for 2021. Land use classification differs due 

to different development priorities of local authorities (Đorđević, ͳ99Ȍ. Since the 

classification of those three maps was different, it was necessary to adopt a 

common classification which will be used for the further research. 

Classification of land use was achieved by generalizing the official 13 classes of 

land use outlined in the 2021 Master Plan of Belgrade into 9 classes, considering 

classification on actual land use maps from 2001 and 2010 as follows (Table 4.1): 

Agricultural, Wetlands, Traffic areas, Infrastructure, Residential, Commercial, 

Industry, Special use and Green areas. 
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Table 4.1 Classification of land use. 

Land use class 2001 Land use class 2010 
Land use class 

Master plan 
2021 

Used Land use 
class 

1. Agricultural 

2. Wetlands  

3. Traffic areas 

4. Infrastructure 

5. Residential 

6. Commercial 

(Centre) 

7. Industry 

8. Special use 

(Public service) 

a. Culture 

b. Science 

c. Education 

d. Health 

services 

e. Social 

protection 

f. Religious 

g. Special service 

h. Other  

i. Sport 

 9. Green areas 

a. Parks 

b. Cemetery 

c. Recreation 

10. Not built  

11. Farms 

1. Agricultural 

2. Wetlands  

3. Traffic areas 

4. Infrastructure 

5. Residential 

6. Commercial 

(Centre) 

7. Industry 

 8. Public service 

(Special use) 

a. Culture 

b. Science 

c. Education 

d. Health 

services 

e. Social 

protection 

f. Religious 

g. Special service 

h. Other  

9. Sports complex 

10. Green areas 

Parks 

Recreation 

11. Communal areas 

(Cemetery) 

12. Not built  

1. Agricultural 

2. Wetlands  

3. Traffic areas 

4. Infrastructure 

5. Residential 

6. Commercial 

(Centre) 

7. Industry 

 8. Public service 

 9. Sports 

complex 

10. Green areas 

11. Forests and 

forest land 

12. Protective 

vegetation. 

13. Communal 

areas 

(Cemetery) 

1. Agricultural 

2. Wetlands  

3. Traffic areas 

4. Infrastructure 

5. Residential 

6. Commercial 

(Centre) 

7. Industry 

8. Special use 

9. Green areas 
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Figure 4.3 a) Digitalization b) Polygons of land use class for year 2001 c) Raster map of land use class for year 2001. 
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Maps of actual and planed land use class are obtained in vector format (polygons of 

land use class), so that each class is represented as a single GIS layer. Those layers 

were reclassified into nine previously defined classes. 

As already mentioned, the shapes representing land use classes were induced from 

actual land use maps and orthophoto for all four years (Figure 4.3a). The main 

characteristics of used orthophoto maps are present in Table 4.2. 

Table 4.2 The main characteristics of orthophoto maps. 

Company 
Date of 

Aerophotogrammetric 
survey 

Resolution 
[m] 

Number of 
Bands 

MapSoft 2001 0.30×0.30 1 BV 

MapSoft 2003 0.30×0.30 3 RGB 

MapSoft 2007 0.25×0.25 3 RGB 

Geo Info Strategies 2010 0.20×0.20 3 RGB 

 

The polygons of Not built class (indicated in the Table 4.1) on actual land use maps 

for years 2001 and 2010 were predefined as Agriculture or Green areas based on 

actual state detected on ortophoto maps. Furthermore, after correcting observed 

irregularities such as overlapping polygons and undefined areas, all individual 

*.shp files of classes were merged into a single one which represents polygons of 

land use classes for a given year. The maps of land use classes for 2003 and 2007 

were created by digitizing, based on orthophoto maps of the respective years. 

In order to represent study area as grid cell (explained in section 3.2) all maps of 

land use class were converted from vector to raster format with appropriate 

resolution. Since the scale of Master Plan of Belgrade is 1:20.000 (URBEL, 2003), 

the corresponding resolution of cells is 20×20 m. However, by using this resolution 

a lot of information regarding changes will be lost during rasterization. Therefore, 

the land use polygons (Figure 4.3b) for all four years were rasterized at a 10×10 m 
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resolution, where each grid cell was associated with corresponding land use class 

(Figure 4.3c). 

In order to build the model of land use changes, beside maps of land use class it 

was necessary to consider additional information that has influence on these 

changes. Therefore, the auxiliary maps representing additional attributes were 

created and they contain information on accessibility, population density and 

spatial neighbourhoods. Due to the relatively flat terrain of the study area, 

attributes regarding the elevation were not taken into consideration. 

4.2.2 Accessibility maps  

After the analysis of land use change direction for the period 2001-2010 and 

consultations with urban planners, the following accessibility raster maps referred 

to the distance variables were created: 

 Euclidean distance of grid cell to city centre, 

 Euclidean distance of grid cell to municipality centre, 

 Euclidean distance of grid cell to the closest rivers (Danube and Sava), 

 Euclidean distance of grid cell to the closest big green areas (only areas 

greater than 10 ha) at time t, 

 Euclidean distance of grid cell to the closest railway lines at time t, 

 Euclidean distance of grid cell to the closest highways at time t, 

 Euclidean distance of grid cell to the closest main roads at time t, 

 Euclidean distance of grid cell to the closest streets I category at time t, 

 Euclidean distance of grid cell to the closest streets II category at time t.  

Those accessibility maps were created for all four moments in time with 10×10 m 

resolution, taking care for created grid cells to be spatially overlapped with already 

established grid cells of land use maps. Some of accessibility maps for year 2001 

are presented in Figure 4.4. 
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Figure 4.4 Map of Euclidean distance of grid cell to the closest: a) Highway in 2001, b) Street I category in 2001 and c) Rivers. 
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4.2.3 Population maps (Dasymetric modelling of population) 

Precise presentation of population distribution and its dynamics in urban planning 

is important for several reasons, including: 

 Understanding the directions and intensity of population redistribution in 

order to determine the strategic trends of urban area development and 

 To provide an accurate depiction of population density for the purposes of 

urban planning and restructuring. 

Therefore, special attention is given to attribute that describes the population 

distribution for all four years of interest and as well as dynamics of population 

between two censuses. 

In the Republic of Serbia, publicly available census data are presented on the level 

of census designation places (settlements - municipality) which are usually 

graphically presented as choropleth maps. However, a main drawback to 

presenting population density data in choropleth maps is that uninhabited areas 

become misrepresented since the aggregation of census data results in the 

construction of statistical surfaces for inhabited areas only.  

Furthermore, using choropleth map in order to created attribute which describes 

population, in this dissertation, does not make sense because all grid cells located 

in a municipality have the same value of attribute (all cells in one municipality 

have uniform distribution)(Figure 4.5).  

Hence, in order to aggregate the population data and model population changes 

between two census years on the level of spatial units (grid cell), using publicly 

available data, a methodology for dasymetric mapping of population was 

developed. A detailed description of the proposed methodology and the achieved 

accuracy is presented in the paper Bajat et al (2013), and only a brief overview will 

be given in this dissertation. 

The proposed methodology for dasymetric mapping is a modified formula for the 

estimate of population in buildings as defined by Lwin and Murayama (2009). 
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Figure 4.5 Choropleth map of study area for the estimated population for year 

2001. 

They proposed two methods, the first being areametric and the second being 

volumetric. Each of these methods is based on footprint layer for each building in 

the considered area. The proposed formula for the volumetric method reads:  
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  (4.1) 

where BPi is the population of the building i, CP – the census tract population, BAi -

the footprint area of the building i, BFi- the number of floors in the building i.  

A modified formula which would substitute the footprint and number of floors by 

soil-sealing and height typology would read: 
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where Bsp-number of inhabitants per target grid cell, Ssp-soil sealing value per grid 

cell, Tsb- building block height typology weights, CP-total number of inhabitants 

within census designation place, In- census designation place index that 

corresponds to total sum of multiplication of soil sealing values and building 

typology. 

In this way, the population data are directly disaggregated to the grid cell level. 

The proposed formula ensures that the total number of people within municipality 

area remains the same. This is referred to as the pycnophylactic property of 

dasymetric maps (Tobler, 1979b). 

The developed method uses primarily publicly available national statistics data as well as standard data related to land use that is already in the planners’ 
possession. In order to obtain the dasymetric (population) maps for all four years 

of interest and population changes between two censuses, following data were 

used: 

 Population counts per municipality for 2002 and 2011 from the Serbian 

Census and official estimate of population for 2001, 2003, 2007 and 2010 

(Statistical Office of the Republic of Serbia) (Table 4.3), 

 Soil Sealing Database and 

 Residential Building Blocks Layer. 

Table 4.3 Population per municipality. 

Municipality Census Official estimate of population 

2002 2011 2001 2003 2007 2010 
Zemun 145751 

  

151811 

 

157240 154129 157021 161531 

New Belgrade 217773 212104 225470 217361 219208 218504 Surčin 14292 17356 39260 38422 39615 40974 

Dobanovci 162 157 162 160 160 158 
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Figure 4.6 a) Soil - Sealing data layer, b) Residential Building Blocks Layer for the year 2001. 
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A Soil - Sealing (or imperviousness) high-resolution raster layer (Figure 4.6a) was 

produced during 2006-2008 as part of the Global Monitoring for Environment and 

Security (GMES) programme with the aim to complement the CORINE (COoRdinate 

INformation on the Environment) (Nestorov and Protić, 2009) land cover data. The 

need for production of five high-resolution land cover layers emerged on behalf of 

the European Environment Agency (EEA): imperviousness, forest, grassland, 

wetland and water. The database is available in two spatial resolutions of 20 m and 

100 m (European Environmental Agency, 2010). For the purpose of this 

dissertation, the 20 m resolution database has been used after being resampled to 

10 m resolution. 

The residential blocks are an integral part of planning documents which were 

made previously for the Belgrade Master Plan in the year 2000 and are in digital 

form appropriate for the GIS environment, i.e. they are presented in vector format 

(*.shp files) (Figure 4.6b). 

As it can be seen on Figure 4.6b, a building block is designated as a residential area 

clearly delimited by roads. In this dissertation, Residential Building Blocks were 

generated separately for each year of interest as a by-product of digitalization of 

residential class.  

Table 4.4 Building height typology of residential blocks. 

Number of storeys Building Height 
Typology (BHT) 

Weights 

up to 3 (ground floor [GF]+1+ garret[G]) 1 1 

4-5 (GF+3+G) 2 3 

6-8 (GF+6+G) 3 5 

above 9 (GF+6+G) 4 7 

 

An attribute associated to each block is its building height typology (BHT). The 

typology defines 4 classes in compliance with national regulations (Table 4.4). 

Moreover, the obtained weight coefficients (Table 4.4) correspond to the mean  
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Figure 4.7 Dasymetric map depicting population density for the year 2001. 

number of inhabitants who would reside in a vertical line of a building on a 20 m2 

area based on the average number of square meters and structure of housing units 

which correspond to each class (having in mind the gross area inclusive of 

staircases and hallways in buildings). 

Using the previously explained methodology, for all six years of interest 

dasymetric maps were created. The dasymetric map (Figure 4.7) depicts the 

population density using the grid cell as the basic unit. Grey colored areas on the 

map mark the soil-sealing layer which does not overlap with residential blocks. 

Additionally, the Population Change Index (PCI) is also presented as an attribute 

that provides a standardized measure for comparing population changes over time 

and across study area. PCI represents the ratio of change in the number of 

inhabitants per each cell between two censuses, 2002 and 2011 (Bajat et al, 2013).  
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Dasymetric maps for 2002 and 2011 were created, using previously described 

methodology, after which the PCI map was created. The PCI map is generated by 

incorporating map algebra, i.e. the two grids division operation: 

 , %100
2002

2011












p

p

p
Bs

Bs
=PCI   (4.3) 

where PCIp – population change index per target cell, Bsp
2011-number of inhabitants 

in year 2011 per target grid cell, Bsp
2002-number of inhabitants in year 2002 per 

target grid cell. Generated PCI map is presented in Figure 4.8.  

In classic studies, PCI is usually represented on the level of administrative units 

such as in the case of census data. The described methodology obtains data on the 

grid cell level which enables subsequent aggregation of the data to the level of a 

spatial unit suitable for specific application. 

 

Figure 4.8 Population dynamics modeling between two censuses by PCI map. 
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4.3. Creation of datasets and attributes used for modeling  

For each year of interest (2001, 2003, 2007 and 2010) all grid cells of study area 

are represented as vectors of attributes xt (Table 4.5). Those attributes represent 

the value of previously created maps (which contain information on land use class, 

different accessibility, population density and PCI) and are associated with 

particular cell xt (xt=<xt
1, xt

2,…, xt
n>).  

Table 4.5 Basic attributes. 

Attributes Description 

x1 Municipality Zemun, New Belgrade, Surčin and Dobanovci- 
x2 ed. city centre Euclidean distance of grid cell to city centre 

x3 
ed. Centre 
municipality 

Euclidean distance of grid cell to municipality 
centre 

x4 ed. River 
Euclidean distance of grid cell to the closest 
rivers (Danube and Sava) 

x5 ed. Green 
Euclidean distance of grid cell to the closest big 
green areas 

x6 ed. Railway 
Euclidean distance of grid cell to the closest 
railway lines at time t 

x7 ed. Highway 
Euclidean distance of grid cell to the closest 
highway at time t 

x8 ed. Main road 
Euclidean distance of grid cell to the closest 
main road at time t 

x9 ed. str. I category (t) 
Euclidean distance of grid cell to the closest 
street I category at time t 

x10 ed. str. II category (t) 
Euclidean distance of grid cell to the closest 
street II category at time t 

x11 No. of inhabitants (t) Number of inhabitants at time t 

x12 PCI Population Change Index between two census  

x13 Class (t) Land use class at time t 
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Figure 4.9 Moore neighbourhoods. 

Considering that study area covers four municipalities which represent different 

urban types, an additional attribute was defined containing information on cells 

location (in which municipality the cell is located).  

Those vectors xt (xt=<xt
1, xt

2,…, xt
n>) are created in ArcGIS as *.shp files per each 

year, where cells are represented as point with corresponding attributes. After 

that, four *.shp files are exported as *.txt files. These files are to be used for further 

processing and creation of additional attributes as described in following 

paragraphs. Guided by the Waldo Tobler’s (Tobler, 1970, page 3) first law of geography ǲEverything is related with everything else but near things are more related than distant thingsǳ additional attributes were defined. They represent spatial 

neighbourhood within the very local area determined by the Moore's 

neighbourhood (Figure 4.9).  

After the analysis was performed (by testing and comparing several different 

neighbourhood sizes) two neighbourhood sizes, 7×7 and 21×21 cells, were chosen 

and used to generate attributes represented in Table 4.6. 
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Table 4.6 Attributes describing neighbourhood. 

Attributes Description 

x14 Neighbours 1  Most frequent land use class in Moore 
neighbourhood 7x7 at time t 

x15 Neighbours 2  Second frequent land use class in Moore 
neighbourhood 7x7 at time t 

x16- x24 Neighbours 3-11 
Frequencies of each class in particular in Moore 

neighbourhood 7x7at time t 

x25- x33 Neighbours 12-20 
Frequencies of each class in particular in Moore 

neighbourhood 21x21 at time t 

 

Considering that changes in values for some attributes, between two considering 

years, can provide supplementary useful information for model, additional 

attributes, represented in Table 4.7, were created. For example attribute x35 has 

been generated to indicate the creation of new street of the category I that 

happened in period from t-1 to t. If the new street was not created the value for 

that attribute is equal to 0. 

Table 4.7 Attributes describing changes between two considering years. 

Attributes Description 

x34 New inhabitants 

New populated cells at time t are coded with 1, 
while cells where number of inhabitants was 
changed during the period (t-1)-(t) are coded with 
0 (Dummy variable) 

x35  Delta str. I category 
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Therefore, four *.txt files, that represent the state of investigated area for each year 

of interest, were created by adding 36 attributes for each of 2 263 577 cells. These 

files are to be used for creating training and test datasets which will be used for 

further processing and preparation for the purpose of creation and validation of 

land use change models. Those training and test datasets are to be explained in 

detail within section 6.  

4.4. Assessment of similarity between planned and actual land use 

maps 

Part of this dissertation is the assessment of the extent of realization of Master 

Plan of Belgrade 2021. A Master Plan represents a long-term concept and spatial 

organization of settlements. However, adhering to the Master Plan is difficult since 

urban growth is a complex spatial process and depends on the changing socio-

economic conditions, demography, relief, infrastructure and planning constraints. 

Therefore, in the last hundred years, several urban plans were made and modified.  )n ͳ9ͳʹ Belgrade got its first Master Plan of Belgrade ȋPlan varošice BeogradȌ. )t was made by French architect Alban Šambon ȋURBEL). After the World War I, in 

1924, Belgrade, as the capital of Kingdom of Serbs, Croats and Slovenes, adopted 

the new Master Plan made by Djordje Kovaljevski. Then, after the World War II, in 

what was then Socialist Federal Republic of Yugoslavia (SFRY), Miloš Somborski 
made Master Plan for Belgrade that was adopted in 1950. Belgrade, as the capital 

city of SFRY, got its second Master Plan in ͳ9ʹ, made by Aleksandar Djordjević and Milutin Glavički. )n ͳ9ͺͷ architect Konstantin Kostić conducted Modifications 
and Supplements to Master Plan of Belgrade 2002. By these modifications, the 

concept of spatial organization of the city reposes on preservation of certain good 

parts of the city, with development of new city entireties in agreement with existing values ȋVrzić Đ, ʹͲͳͲȌ. Finally, in 2003 Master Plan of Belgrade 2021 was 

made by Urban Planning Institute of Belgrade.  
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a)  

 

 

b)  

Figure 4.10 a) Master Plan of Belgrade 1915 and b) Master Plan of Belgrade 1950 

(http://www.urbel.com/img/ilu/velike/slika-10.jpg).  

Assessment of realization of Master Plan of Belgrade 2021 was carried out using all 

kappa statistics measures (section 3.6). Obtained values can provide adequate 

analysis of realization degree per class, as shown in following paragraphs. 

The data that has been used includes three maps: a map of the Master Plan for 

2021 (Figure 4.11a) and maps of actual land use in 2010 (Figure 4.11b) and 2001 

(Figure 4.11c). 
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Figure 4.11 a) Map of Master Plan 2021, b) Map of Actual land use 2010 and c) Map of Actual land use 2001.  
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As explained in section 3.6, in order to obtain a kappa simulation, it was necessary 

to have an initial use map. The Master Plan of Belgrade started to be built using an 

information database that was available for the Institute of Urbanism of Belgrade 

and other city offices at the beginning of 2001 (URBEL, 2003). Therefore, the map 

of actual land use based upon orthophotos taken in 2001 was used as an initial 

land use map in this experiment.  

Assessment of the similarity between planned and actual land use maps, based on 

the values of previously explained kappa indices (section 3.6), was performed for 

the total study area as well as for each municipality separately. The obtained 

results and discussions are presented below.  

The Figure 4.12 shows the spatial distribution of agreement, since kappa statistics 

is based on a straightforward cell-by-cell map comparison. 

 

Figure 4.12 Cell by cell comparison. 
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Table 4.8 Values of kappa, kappa location and kappa histo per municipality. 

 
Total 
area 

Zemun 
New 

Belgrade 
Surčin 

Kappa 0.569 0.627 0.596 0.429 

Klocation 0.855 0.863 0.800 0.914 

Khisto 0.662 0.727 0.746 0.469 

 

Based on the results, (Table 4.8) it can be concluded that similarity between the 

Master Plan and the actual land use map for the year 2010 can be classified in a 

moderate category based on a standard kappa value for the total area. The kappa 

location values indicate that distributions of land use class for these two maps have 

almost perfect match in location. However, differences between planned and real 

states (conditions) of land use are more reflected in quantitative dissimilarities. On 

the other hand, the values per areas differ especially in Surčin. One can conclude that the Surčin municipality has the lowest realization ratio with respect to an 
urban growth sense. 

In order to get better insight in each class behavior, the kappa statistics per class 

were calculated (Table 4.9).  

Table 4.9 Values of kappa, kappa location and kappa histo per class for total area. 

 Kappa Klocation Khisto 

1. Agriculture 0.474 0.911 0.520 

2. Wetland 0.996 1.00 0.996 

3. Traffic areas 0.522 0.964 0.542 

4. Infrastructure 0.586 0.761 0.769 

5. Residential 0.826 0.861 0.959 

6. Commercial 0.520 0.708 0.734 

7. Industry 0.362 0.777 0.466 

8. Special use 0.785 0.855 0.918 

9. Green areas 0.361 0.619 0.583 
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Largest discrepancies between these two maps occur in Green areas, Industrial and 

Agricultural classes. The green and agriculture areas are classified as unbuilt 

classes and therefore some of the discrepancies observed in table 4.9 are caused by 

illegal construction on these two classes. In addition, a large part of area that is 

used for agricultural purposes in 2010, according to Master Plan, should be 

transformed into Green areas. Astonishingly, only 47% of the total area anticipated 

by the Master plan for industrial development was used for this purpose by 2010. 

However, almost perfect location similarities in the class of Traffic areas indicate 

that existing traffic areas are located according to the plan.  

Standard kappa, kappa location, kappa histo and fuzzy kappa statistics were the main subject of study in a paper published by Samardžić-Petrović et al ȋʹͲͳ͵a). 

Their publication is a detailed overview regarding results and conclusions that can 

be made using these statistical values and supports their use in this dissertation. 

Since the Master Plan anticipated changes in land use for 35% of the total test area, 

the values of kappa, kappa location and kappa histo indicate an assessment of 

similarity for these two maps but do not entirely explain the true extent of 

realization for land use changes. Furthermore, in order to provide a real 

assessment of the implementation level of the Master plan up to the year 2010, 

kappa simulation was produced, that refer only to areas subjected to changes with 

regard to the initial actual use map. 

Figure 4.13 Distribution of classes. 
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As shown in Figure 4.13 the Master Plan anticipated largest changes in land use for 

agricultural land (50% of total area for that class), whilst the smallest changes are 

anticipated for water surfaces, which can be caused by bridge construction (less 

than 1% of total water area) and the rest of the class changes range from 3%-40%. 

Relatively small changes (a few percent) cannot be considered merely based on 

standard kappa, kappa location and kappa histo indices values because the small 

presence in that class is the very reason that they are hidden. That is the additional 

reason why it is necessary to consider them based on kappa simulation values 

(Table 4.10).  

Table 4.10 Values of kappa simulation, kappa transloc and kappa transition per 

municipality. 

 
Total 
area 

Zemun 
New 

Belgrade 
Surčin 

Ksimulation 0.091 0.125 0.151 0.024 

Ktransloc 0.529 0.511 0.700 0.513 

Ktransiton 0.171 0.245 0.216 0.046 

 

A comparison of the values of standard kappa (Table 4.8) with the values of kappa 

simulation (Table 4.10) shows significant differences. One can conclude that urban 

development has been implemented to a relatively small extent (i.e. planned land 

use changes are implemented only to 17% of the total area for which they were 

planned). As kappa histo value suggested, Surčin is a municipality that has the 

slowest rate of planned land use changes (only 5% of changes were implemented). 

The kappa transloc values indicate that the changes are not conducted entirely as 

planned. New Belgrade is the municipality with lowest discrepancies regarding 

locations of newly built objects and their use plan. 

Looking at the kappa simulation values per classes (Table 4.11) with respect to 

total area, it can be seen that there are large dissimilarities in all classes. These 

dissimilarities are mainly caused by the unrealized urban development plan. 
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Table 4.11 Values of kappa simulation, kappa transloc and kappa transition per 

class above the total area. 

 Ksimulation Ktransloc Ktransition  

1. Agriculture 0.057 0.488 0.116 

2. Wetland 0.098 1.00 0.098 

3. Traffic areas 0.055 0.859 0.065 

4. Infrastructure 0.000 n.a. 0.000 

5. Residential 0.300 0.468 0.641 

6. Commercial 0.212 0.521 0.408 

7. Industry 0.066 0.594 0.112 

8. Special use 0.038 0.309 0.122 

9. Green areas 0.076 0.693 0.109 

 

The construction of residential and commercial structures dominated in all 

development projects during the period from 2001 to 2010. Kappa values for the 

Infrastructure class indicate that none of the planned infrastructure objects have 

been built above the total area. Based on kappa simulation values for agricultural 

and green areas, one can conclude that illegal construction is still underway in 

these areas as values in Tables 4.8 and 4.9 point out. Planned construction of traffic 

areas is realized by only 6.5% with minor location changes. Indices values for the 

Water area class indicate that planned construction for three bridges is realized by 

9.8% with no deviation from the initially planned locations. 

The detailed overview of the obtained results is published in paper ǲThe 

application of different kappa statistics indices in assessment of similarity between 

planned an actual land use mapsǳ (Samardzic-Petrović et. al, ʹͲͳ͵b). Some of those 

differences between Master Plan of Belgrade and actual land use map for 2010 are 

presented in Figure 4.14: a) Planed for Infrastructure - used as Commercial, 

Residential and Agriculture, b) Planed for Industry - used as Commercial, c) Planed 

for Green areas - used as Agriculture and Residential, d) Planed for Commercial – 
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used as Agriculture, Commercial and Residential, e) Planed for Green areas - used as 

Agriculture (not built), f) Planed for Commercial and Special - used as Green areas 

(not built). 

 

a) 
 

b) 
 

 

c) 
 

 

d) 
 

e) 
 

f) 
 

Figure 4.14 Some of the differences between Master Plan of Belgrade and actual 

land use map for 2010. 
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There is some degree of similarity in land use considering overlapping of the 

classes. Classes of Green and Agriculture areas are similar since they both belong to 

the unbuilt class whereas Residential and Commercial classes are often combined 

facilities. The similarity between adjacent classes was realized with the following 

Category Similarity Matrix (Table 4.12): 

Table 4.12 Category similarity matrix. 

Class 1 2 3 4 5 6. 7 8 9 

1 1 0 0 0 0 0 0 0 0.6 

2 0 1 0 0 0 0 0 0 0 

3 0 0 1 0 0 0 0 0 0 

4. 0 0 0 1 0 0 0 0 0 

5 0 0 0 0 1 0.4 0 0 0 

6 0 0 0 0 0.4 1 0.2 0 0 

7 0 0 0 0 0 0.2 1 0 0 

8 0 0 0 0 0 0 0 1 0 

9 0.6 0 0 0 0 0 0 0 1 

 

Therefore, besides the previous kappa indexes calculation, the fuzzy set map 

comparison was also performed (Figure 4.15). In Figure 4.15 each cell has a value 

between 1 (for identical cells) and 0 (for total disagreement). The darker areas 

indicate more intensive disagreement. Unlike Figure 4.12 it is possible to obtain a 

gradual analysis of the similarity of two maps by distinguishing total agreement 

(white areas), medium similarity and low similarity (the shades of gray) and total 

disagreement (black areas).  

Alongside the qualitative assessment of similarities between categorical (class) 

maps, previously calculated kappa indices provide valuable information regarding 

spatial assessment. Based on standard kappa, kappa location and kappa histo 

values, one can achieve similarity assessment regarding overall land use classes. 
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Figure 4.15 Spatial assessment of similarity in the fuzzy set approach. 

However, it is necessary to conduct separate analysis for emerged land use 

changes since urban development is a space-temporal process. Obtained results 

indicate that kappa simulation, kappa transition and kappa transloc statistical 

analysis can provide information regarding similarity assessment of emerged land 

use change maps. Therefore, analysis of the realization of a Master plan can be 

carried out based on the assessment of similarities between the Master plan and 

actual land use along with implementation of kappa statistics indices.  
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Chapter 5: 

Results and discussion 

The results of conducted experiments are presented in two parts. In the first part, 

proposed methodology (presented in chapter 3) and performance evaluation of 

the data-driven methods with three different ML techniques, (Decision Trees, 

Neural Networks and Support Vector Machines) through four experiments, is 

presented.  

In the second part, the sensitivity of a predictive model with regards to SVM 

parameters changes were examined on different data representations and on the 

same number of attributes selected by Info Gain, Gain Ratio and Correlation-based 

Feature Subset. Additionally, the capability to find appropriate optimal SVM 

parameters using only data from the past, in order to predict future land use 

changes was tested. 

In the research reported herein, a total of nine data representations were used and 

around 1000 models were built. However, the comparison of the proposed DD 

methods has been presented by using 4 basic data representations accompanied 

by more than 150 models. In the second part of the research, more than 120 

models were built using the additional three basic data representations. The time 

required to build each model was dependent on many different factors including: 

the used ML techniques, the selected parameters of a particular technique, the 

number of used attributes in each dataset, the number of selected cells in a study 

area and the processing power. Therefore, the time necessary to build each model 

ranged from a few seconds to one day.  
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The Weka software (Hall et al., 2009) was used to build the models using DT 

(Weka J48 implementation of the C4.5 algorithm), NN (Multilayer Perceptron 

implementation) and SVM (SMO - Sequential Minimal Optimization algorithm). The 

Map Comparison Kit (MCK) (Visser and de Nijs, 2006) software was applied for 

validation of generated predictions and ArcGIS for presentation of the results.  

5.1 Performance evaluation of data-driven methods for modelling 

land use change 

The proposed methodology and performance evaluation of DD methods with 

different ML techniques (DT, NN and SVM), different attribute ranking methods 

and different data representations was accomplished within four experiments: 

 The first experiment focused on the appropriateness of the proposed data 

sampling procedure for land use change modelling presented in section 3.4. 

 The second experiment compared land use model outcomes obtained from 

the four different dataset representations for each of the DT, NN and SVM 

techniques.  

 The third experiment examined different attribute ranking methods χ2, Info 

Gain (IG) and Gain Ratio (GR) presented in section 3.5 

 The fourth experiment used information about attribute rankings to select 

those attributes that contribute to the best performance of the predictive 

land use model.  

Before the comparison of DT, NN and SVM models, a set of parameters was found 

for each best performing model. Changing the values of parameters in the case of 

DT and NN models did not influence the results significantly, hence default 

parameters were used for these two techniques: for DT – a confidence factor used 

for pruning was set at 0.25 and a minimum number of instances per leaf was 2; and 

for NN – number of neurons in a hidden layer was selected to be (number of land 

use classes + number of attributes)/2. For SVM, the parameters were investigated 
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separately for each data representation. Since the SVM parameters exhibited a 

significant influence on the outcome of the model, it was necessary to investigate 

them thoroughly, and hence the second part of the dissertation emerged. In the 

experiments from the first part, default parameters for C(1) and γ(0.01) (RBF 

kernel) were used.  

5.1.1 Datasets creation for Training and Testing 

In order to build and test a model, it is necessary to create two independent 

datasets (explained in section 3.2): the training dataset of the form (xt-1, yt) is 

devised in order to learn the predictive function f 'xt-1 → yt and the test dataset (xt, 

yt+1) is devised in order to test the predictive function. 

Four different data representations were generated for training and testing 

purposes using datasets in which each grid cell of the study area was represented 

as a vector of attributes xt (presented in section 4.3): 

 The first dataset is called the simple dataset representation S since the data 

contains information about accessibility and population. 

 The second dataset contains attributes from the simple dataset 

representation and includes explicit information about land use classes in 

the cell's neighbourhood and is referred to as dataset representation with 

neighbourhood Sn.  

 The third dataset contains attributes from the dataset representation with 

neighbourhood and includes information about the cell's previous land use 

class (history t-2-in training set and t-1 in test set) and is referred to as 

dataset representation with neighbourhood & history Snh.  

 The forth dataset is the dataset representation with neighbourhood, history & 

changes Snhc and contains attributes from the simple dataset representation 

and includes information regarding the changes of spatial attributes that 

occurred in the past, information about land use classes in the cell's 

neighbourhood and cell's previous land use class. 
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Based on the various data representations presented, eight basic training and 

testing datasets were created: S3-7 (x2003, y2007) and S7-10 (x2007, y2010);  

Sn
3-7 (x2003, y2007) and Sn

7-10 (x2007, y2010); Snh
3-7 (x2001, 2003, y2007) and  

Snh
7-10 (x2003, 2007, y2010); Snhc

3-7 (x2001, 2003, y2007) and Snhc
7-10 (x2003, 2007, y2010). The 

attributes used to represent cells in datasets are given in Table 5.1.  

Table 5.1 Attributes used for different data representation S, Sn, Snh and Snhc. 

 Data representation 

Attributes S  Sn Snh Snhc 

x1 Municipalities (Zemun, New Belgrade and Surčin) 

x2 Euclidean distance of grid cell to city centre 

x3 Euclidean distance of grid cell to municipality centre 

x4 Euclidean distance of grid cell to the closest the rivers 

x5 Euclidean distance of grid cell to the closest big green areas  

x6 Euclidean distance of grid cell to the closest railway lines at time t 

x7 Euclidean distance of grid cell to the closest highway at time t 

x8 Euclidean distance of grid cell to the closest main road at time t 

x9 
Euclidean distance of grid cell to the closest 

street of category I at time t 

Delta street of 

category I 

x10 
Euclidean distance of grid cell to the closest 

street of category II at time t 

Delta street of 

category II 

x11 Number of inhabitants at time t 
New 

inhabitants 

x12 Land use class at time t 

x13 
 Most frequent land use class in Moore 

neighbourhood 7x7 at time t 

x14  
Second frequent land use class in Moore 

neighbourhood 7x7 at time t 

x15   Land use class at time t-1 

y Land use class at time t+1  
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Figure 5.1 Changes in land use a) from 2001 to 2003, b) from 2003 to 2007, c) from 2007 to 2010.
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5.1.2 Experiment 1: Proposed sampling data 

After the analysis was completed, it was found that only 4% (93 073 cells out of 2 

263 577cells) of the study area has been changed during the period of nine years 

(2001 – 2010) (Figure 5.1). In the period 2001 – 2003, changes have occurred in 

0.40% of cells (9 134 cells), while greater changes in 1.13% (25 672 cells) and 

2.65% (59 984 cells) of the total amount of cells located within the boundaries of 

the study area were noted in the periods encompassing 2003 – 2007 and 2007-

2010, respectively (Figure 5.1). 

Since a small amount of land use change can have negative consequences on model 

building and validation, it is important to create appropriate training and test 

datasets. Therefore, the method for data sampling proposed and presented in 

section 3.4 is tested in this experiment. For that purpose four datasets were 

created and used: U3-7, U7-10, B3-7, and B7-10. These datasets were sampled from the 

smaller and representative part of the study area. The cells in all four datasets 

were represented according to the simple dataset representation S, i.e. datasets 

used in this experiment contain same attributes as datasets S3-7, S7-10 (Table 5.1). 

The symbol U denotes an unbalanced dataset (included all cells from the selected 

smaller area) while B denotes a balanced dataset (included the same amount of 

changed and unchanged cells). Sets B3-7 and B7-11 were created by including all cells 

that changed their land use state from a previous time epoch and an equal number 

of cells that did not change their state. Unchanged cells were pseudo randomly 

selected assuming a uniform distribution over the entire sampling area and 

preserving the original class proportions. 

Models were built using all three ML techniques and the obtained results are 

presented in Table 5.2.  
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Table 5.2 Kappa values for balanced B and unbalanced U training and test 

datasets. 

Datasets used for modeling 
Kappa  

DT NN SVM 

Trained on U3-7 and tested on U7-10 0.73 0.82 0.85 

Trained on U3-7 and tested on B7-10 0.23 0.31 0.35 

Trained on B3-7 and tested on B7-10 0.52 0.57 0.58 

 

The obtained results for traditional kappa were very high when the model was 

built with dataset U3-7 containing all cells and then tested on dataset U7-10. This 

result reflected the nature of both datasets in which vast amount of cells remained 

unchanged and therefore induced high kappa values. When the test dataset was 

changed to B7-11 with balanced amounts of changed/unchanged cells, the results 

for kappa decreased significantly. The obtained results were expected since the 

model was trained mainly on unchanged cells and was biased towards predicting 

unchangeable cells. The kappa values increased when model was trained on B3-7 

and tested on B7-11. 

This experiment indicates that the balanced sampling strategy for ML techniques 

provides better model outcomes. The results obtained are in accordance with 

Santé et al. (2010) who indicated, while reviewing literature using kappa statistics, 

that kappa values have been inflated and are dependent on the proportion of land 

use changes. 

Since it has been shown that the proposed sampling method provides better model 

outcomes and more realistic validations, similar data sampling was performed 

herein and was carried out for all datasets that were used for further experiments. 
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5.1.3 Experiment 2: Comparison of models built using DT, NN and SVM based on 

different data representations 

This experiment aimed to compare LUC models that were built using all three ML 

techniques and four proposed data representations S, Sn, Snh and Snhc. Simple data 

representation was evaluated using S3-7 as training and S7-10 as a test dataset for all 

three ML techniques. Similarly, to evaluate the data representation with 

neighbourhood datasets Sn
3-7 and Sn

7-10 were used. Data representation with 

neighbourhood & history was evaluated using datasets Snh
3-7 and Snh

7-10. Data 

representation with neighbourhood, history & changes was evaluated using Snhc
3-7 

as a training and Snhc
7-11 as a test set. The values obtained for kappa and kappa 

simulation for the second experiment are presented in Figure 5.2 for each learning 

technique and data representation.  

The results of this experiment indicate that all three ML techniques are capable to 

predict land use changes. The bar chart (Figure. 5.2) indicates that the NN and SVM 

achieved better predictive models for the study area than DT. However, unlike DT, 

a drawback of the other two techniques (NN and SVM) is that they do not provide 

explanations of how the results were derived in order for a domain expert to 

interpret them.  

 

 

Figure 5.2 Comparison of the validation measures of models for four data 

representations S, Sn, Snh, and Snhc for all three machine learning techniques. 
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Furthermore, DT is more time efficient and creates models in seconds, while NN 

and SVM require lengthy processing times on the order of minutes to hours, 

respectively. 

The representation that includes information from the neighbourhood and history 

showed slightly better performance for all three ML techniques. This result can 

lead to the assumption that information from the neighbourhood and history are 

important for prediction of land use, which will be tested in the next experiment. 

5.1.4 Experiment 3: Ranking of attributes according to their significance for 

models  

This experiment was conducted to estimate the importance of each considered 

attribute on the modelling process by using three different ranking methods (χ2, IG 

and GR) and training datasets for the proposed data representations. The obtained 

attribute rankings using all three ranking method χ2, IG and GR are presented for 

all four data representations in Figures 5.3 and 5.4.  

 

 

Figure 5.3 Attribute ranking values based on χ2, IG and GR method for data 

representation S. 
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Figure 5.4 Attribute ranking values based on χ2, IG and GR method for data 

representation a) Sn, b) Snh and c) Snhc . 

Since the three aforementioned methods rank attributes independently of each 

other according to their measure of association with the land use class in time t 

and that data representations Sn and Snh present expanded representation S, the 
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results are different only for additional attributes (neighbourhood attributes for Sn 

and neighbourhood and history attributes for Snh) (Figure 5.4 a, b). The results for 

the Snhc differ slightly more due to changed attributes (Delta street of category I 

and II and New inhabitants attributes) (Figure 5.4 c). 

All attribute ranking methods "come to the same point" that the information on 

previous class of land use is the most informative for the prediction of LUC. For 

both simple and neighbourhood dataset representations, the highest ranked 

attribute was the land use class in time t-1, while the previous land use class (land 

use class in time t-2) was the most informative attribute for the dataset 

representations with neighbourhood & history and neighbourhood, history & 

changes. Land use class in time t-1 was the second ranked attribute for those two 

datasets. Therefore, additional information about land use from the past is very 

important for the prediction. 

The next ranked attribute for both datasets, Snh and Snhc, is the most frequent land 

use class in the neighbourhood. For that reason, additional information about land 

use classes in the cell's neighbourhood also play very important role.  

The results suggest that both χ2 and IG rank relevant attributes almost identically 

while GR indicates some differences. Hence, only outcomes of IG and GR will be 

discussed and used in the next experiment. It is well known that IG ranks higher 

attributes with wider ranges of values when compared to GR. Hence, the 

municipality attribute (only four distinct values) is ranked much lower than in the GR case and, from an expert’s point of view, it would be a very important attribute 
(the municipalities from the study area are very different in the sense of urban 

growth).  

Based on the IG, other important attributes for all data representations were 

related to the proximity of the city centre and the distance from highways. The 

lowest ranked attributes for the first three proposed dataset representations were 

related to distances from rivers and the number of inhabitants per cell. Based on 

the IG results, additional attributes in the fourth data representation that describe 
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changes are very low ranked, while the GR ranks the change of distance to the first 

category streets very high.  

5.1.5 Experiment 4: Finding a set of attributes that best describe the process of 

land use change  

This experiment was conducted in order to find how attribute reduction affects the 

modelling outcomes for each ML technique. Ranking methods described in the 

previous experiment estimated the importance of each attribute independently of 

all other attributes. Regarding the correlation between attributes, it is important to 

estimate how they behave together in a real prediction process. Therefore, a 

recursive attribute elimination method is performed (removing the lowest-ranked 

one, and repeating the process until all attributes have been removed). Finding a 

set of attributes that best describe the process of land use change using the 

recursive attribute elimination method was conducted for attributes from data 

representation Snh ranked based on the IG and attributes from data representation 

Snhc ranked based on IG and GR rank methods. The obtained values for all kappa 

measures and all three ML techniques are presented in Figures 5.5 and 5.6.  

 

Figure 5.5 Obtained values of kappa in a recursive attribute elimination process 

using attributes from Snh ranked based on IG. 
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        a) 

        b) 

Figure 5.6 Obtained values of kappa in a recursive attribute elimination process 

using attributes from Snhc ranked based on a) IG and b) GR. 

The recursive attribute elimination method showed that the first 5+ ranked 

attributes by IG and first 6+ ranked attributes by GR produced satisfactory models 

for prediction of the land use change using all three ML techniques. In addition, 

kappa values indicate that the elimination of certain attributes improved the model 

outcomes.  

The values of kappa indicate (Figure 5.5 and 5.6) that the DT method is 5% less 

efficient when compared to the two other used methods. By examining the results 
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obtained for the GR, kappa values declined sharply for all three techniques when 

compared against the number of attributes used (for Snhc with 6 highest ranked 

attributes). This is different to IG, whereby values also decrease significantly but 

more gradually when using 6 highest ranking attributes or less.  

The first 6 IG ranked attributes in Snh and Snhc data representations are the same. 

Therefore, the results obtained for all kappa measurements for models built using 

6 or less highest ranking attributes from Snh and Snhc are the same. On the other 

hand, models constructed with 7 or more ranked attributes provide slightly 

different values of used measures. For this reason, recursive attribute elimination 

method by GR was carried out only for one data representation (Snhc).  

The highest values of kappa, obtained after the recursive attribute elimination on 

Snh ranked by IG and Snhc ranked by IG and GR are presented in Table 5. 3. 

Table 5.3 Highest kappa values obtained after the recursive attribute elimination 

on Snh ranked by IG and on Snhc ranked by IG and GR. 

Used data 

representation 

Used ML 

technique 
Kappa 

Used 

rank 

method 

Number of 

used 

attributes 

Snh 

DT 0.539 IG 9 

NN 0.607 IG 11 

SVM 0.612 IG 9 

Snhc 

DT 
0.541 IG 8 

0.559 GR 11 

NN 
0.599 IG 9 

0.611 GR 13 

SVM 
0.605 IG 7 

0.594 GR 12 

 

The use of the first 9 attributes ranked by IG in data representation Snh provides 

the highest obtained values of kappa for models built by using DT and SVM. 
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However, SVM is more capable for predicting future land use classes when 

compared to DT.  

The results given in Table 5.3 indicate that the differences between the highest 

obtained values of kappa using the first ranked attributes by IG or GR are neglected 

for the same data representation (Snhc). However, the number of used attributes 

ranked by IG is smaller. Having that in mind, it can be concluded that IG presents a 

more appropriate attribute ranking method than GR considering that the increase 

in the number of attributes implies the increase of model complexity. 

The calculated kappa values obtained using different data representations (Table 

5.3) Snh and Snhc and the same attribute ranking method IG are similar, while the 

number of used attributes is slightly different. The highest values of kappa are 

obtained by using one less attribute from Snhc then from Snh in modeling land use 

change by DT and by using two less attributes from Snhc then from Snh in modeling 

by NN and SVM. However, considering the complexity regarding the generation of 

some Snhc attributes in this study area, and the fact that they do not contribute to a 

significant improvement of the model performance, the data representation Snh 

was used for the further analysis.  

For comprehensive result analysis, it is necessary to observe the measure in which 

the models predict the quantity of changes as well as to confirm if those changes 

are located where they should be. For that purpose kappa location and kappa histo 

were used. The obtained values of kappa histo and kappa location are presented in 

Figure 5.7. 

The results presented in Figure 5.7 indicate that all three ML techniques are 

equally capable for modeling location and quantity of future land use classes. The 

obtained kappa and kappa histo values follow similar trends for DT, NN and SVM. 

Based on the analysed kappa location, the DT method performs slightly better than 

NN and SVM. The values of kappa histo decrease sharply when using three and less 

first-ranked attributes by IG.  
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a) 

b) 

Figure 5.7 Obtained values of a) kappa histo and b) kappa location in a recursive 

attribute elimination process using attributes from Snh ranked by IG.  

In order to examine the extent to which the applied models predict changes, kappa 

simulation and its corresponding variations were used. The obtained results are 

presented in Figure 5.8. 
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a) 

 

b) 

c) 

Figure 5.8 Obtained values of a) kappa simulation b) kappa transition and c) kappa 

transloc in a recursive attribute elimination process using attributes from Snh 

ranked by IG.  
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Figure 5.9 Part of the built decision tree for Snh data representation. 

The obtained values for kappa simulation indicated trends that are similar to the 

ones obtained for kappa and indicated that SVM and NN performed nearly 10% 

better than DT. 

In general, all previous results indicate that while all three ML techniques can be 

used for modelling urban land use change, the accuracy can be improved by using 

appropriate balanced sampling schemes and relevant attribute selections. 

Results indicate that SVM and NN have a slightly better capability to model 

changes than DT. Considering that the prediction of the correct location where the 

changes occurred is more important for the land use change modelling than overall 

quantity of changes, the SVM technique is more appropriate than NN. However, the 

DT technique helps reveal the explanation as to how the results were derived. This 

enables an expert to interpret the model because it is possible to visualize the tree 

from which the decisions have been made (Figure 5.9). This is not possible with 

SVM and NN and therefore these two techniques remain a black box and are closed 

for the user to understand. 

Finally, based on the evaluation experiments, the modelling outcomes are 

presented for the highest kappa/kappa simulation values per each class in Table 

5.4 and Figures 5.10, 5.11 and 5.12.  



Chapter 5. Results and discussion 

93 

Table 5.4 Performance measures of selected models built by DT, NN and SVM for all classes based on kappa, кappa location,  

kappa histo, kappa simulation, kappa transition and kappa transloc. 

M
e

a
su

re
 

M
L

 

te
ch

n
iq

. Land use class 

Agricultural Wetlands Traffic 

areas 

Infrastructure Residential Commercial Industry Special 

use 

Green 

area 

K
a

p
p

a
 DT 0.656 0.986 0.705 1.000 0.566 0.150 0.397 0.703 0.310 

NN 0.732 0.959 0.596 0.966 0.591 0.362 0.483 0.697 0.428 

SVM 0.736 0.985 0.551 1.000 0.612 0.311 0.563 0.694 0.395 

K
lo

ca
ti

o
n
 DT 0.903 0.988 0.785 1.000 0.683 0.540 0.441 0.909 0.499 

NN 0.875 0.971 0.624 0.985 0.610 0.481 0.499 0.901 0.446 

SVM 0.820 0.987 0.629 1.000 0.638 0.593 0.599 0.880 0.412 

K
h

is
to

 

DT 0.726 0.998 0.898 1.000 0.829 0.278 0.898 0.773 0.620 

NN 0.836 0.987 0.955 0.981 0.969 0.752 0.969 0.774 0.961 

SVM 0.898 0.998 0.877 1.000 0.959 0.524 0.941 0.788 0.959 

K
si

m
u

la
ti
 DT 0.471 0.000 0.077 1.000 0.456 0.034 0.242 0.012 0.059 

NN 0.605 0.007 0.004 0.000 0.495 0.173 0.359 0.002 0.308 

SVM 0.625 0.001 0.004 1.000 0.526 0.164 0.475 0.046 0.275 

K
tr

a
n

sl
o

c
 DT 0.872 n.a. 0.136 1.000 0.814 0.195 0.729 0.577 0.521 

NN 0.848 0.015 0.005 n.a. 0.667 0.307 0.807 0.071 0.571 

SVM 0.763 0.017 0.007 1.000 0.693 0.387 0.735 0.248 0.505 

K
tr

a
n

sl
it

io
n
 DT 0.540 0.000 0.564 1.000 0.560 0.175 0.332 0.021 0.114 

NN 0.714 0.490 0.743 0.000 0.742 0.564 0.445 0.035 0.540 

SVM 0.819 0.046 0.623 1.000 0.759 0.423 0.646 0.186 0.545 
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The results presented in Table 5.4 enable a detailed analysis of the capability of all 

three used ML techniques to predict changes for each of land use classes.  

DT, NN and SVM do not model each class with the same accuracy. For example, DT 

is less capable for predicting the Commercial land use class in comparison to the 

other two techniques (based on kappa and kappa simulation values), particularly 

with regard to the amount of that class in the future (based on kappa histo and 

kappa transition values). On the other hand, DT is more capable for predicting the 

Traffic areas land use class then the other two techniques, particularly with 

regards to the location of that class in the future (based on kappa location and 

kappa transloc values).  

In accordance with the processed assessment of similarity between planned and 

actual land use maps (section 4.4), none of the infrastructure objects have been 

built above the total area from 2001 to 2010. Therefore, this is the class with no 

changes and DT and SVM successfully ǲlearnedǳ that class does not change 

whereas NN did not (kappa ≠ ͳ). The small amount of changes on the Wetland class 

during the observed time period was caused by the start of construction of the 

bridge over the Sava. All ML techniques registered those changes during the 

learning process. However, since the number of changed cells is very small (0.4%) 

when compared to all cells in the Wetland class, the resulting changes are not 

learned so well. During the reclassifications, the existing Not built class was 

predefined into the Green area or Agriculture class based on the actual state 

detected on ortophoto maps. Additionally, the Green area class contains areas used 

for several different purpose (Cemetery, Parks, Recreation and Not built). Since the 

Green area class contains areas with various purposes, ML techniques had 

difficulties to find (learn) rules of changes. In order to improve modeling of this 

class it is possible to predefine this class as two or more classes. The outcomes of 

these selected models built using DT, NN and SVM, along with the actual LUC for 

the period from 2007 to 2010 for all three municipalities are presented in Figure 

5.10, 5.11 and 5.12.  
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Figure 5.10 a) The actual land use and b) predicted land use for year 2010 

obtained with Decision Trees. 
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Figure 5.11 a) The actual land use and b) predicted land use for year 2010 

obtained with Neural Networks. 
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Figure 5.12 a) The actual land use and b) predicted land use for year 2010 

obtained with Support Vector Machines.  
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5.1.6 Analysis of maps of modelling outcomes 

The analysis of the maps of modelling outcomes (Figures 5.10, 5.11 and 5.12) was 

performed in consultation with urban planners. By comparing actual land use and 

predicted land use maps on marked polygons (areas where changes have taken 

place during the period from 2007 to 2010), it can be concluded that the 

differences are irrelevant from an urban point of view.  

The detailed analysis of the distribution of classes in the map of actual land use 

differs from the map of predicted land use and can be performed based on the 

generic form of a contingency table (explained in section 3.6.1) (Table 5.5). 

Table 5.5 Generic form of a contingency table for a selected model built by SVM. 

C
la

ss
e

s Map B - predicted land use  

1 2 3 4 5 6 7 8 9 
Σmap

A 

M
a

p
 A

 -
 a

ct
u

a
l 

la
n

d
 u

se
 

1 0.256 0.000 0.002 0.000 0.024 0.001 0.006 0.000 0.003 0.291 

2 0.000 0.025 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.025 

3 0.000 0.000 0.021 0.000 0.005 0.002 0.001 0.000 0.002 0.032 

4 0.000 0.000 0.000 0.002 0.000 0.000 0.000 0.000 0.000 0.002 

5 0.057 0.000 0.004 0.000 0.264 0.004 0.004 0.001 0.009 0.344 

6 0.004 0.000 0.006 0.000 0.026 0.025 0.030 0.000 0.012 0.104 

7 0.016 0.000 0.002 0.000 0.012 0.001 0.063 0.001 0.004 0.098 

8 0.002 0.000 0.001 0.000 0.006 0.005 0.001 0.024 0.002 0.040 

9 0.000 0.000 0.004 0.000 0.025 0.002 0.004 0.001 0.026 0.064 

 

ΣmapB
 

0.335 0.025 0.041 0.002 0.363 0.039 0.109 0.027 0.059 1 

 

During the visual examination, it was determined that the modelling outcome 

derived by SVM largely agreed with the actual land use map. However, SVM suffers 
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(is corrupted) from ǲsalt & pepperǳ noise (classification error) slightly more in 

comparison to the other two techniques. Salt & pepper noise can be defined as a 

kind of impulse noise in which only a few pixels are noisy and their values are 

often extreme (Boncelet 2005). In a gray scale image, these noisy pixels look like 

salt and pepper spread on the image. In the classified maps (as is the case in this 

dissertation), salt & pepper noise can be considered as a single pixel (or a small 

group of contiguous pixels) that is distinct from its (or their) spatial 

neighbourhood.  

Reduction of that deficiency was accomplished using a median filter (Boncelet, 

2005). The median filter works by moving a window (of 3x3 cell size) through the 

map pixel by pixel and replacing each pixel with the median value of neighboring 

pixels. In median filtering, the neighboring pixels are ranked according to intensity 

and the median value becomes the new value for the central pixel. 

Using median filter on maps of modelling outcomes improves classification 

accuracy especially for prediction of the changed cells (Figure 5.13) 

As a result, for a selected model built using SVM, the kappa value is increased by 

0.042 (0.653) and the kappa simulation by 0.055 (0.518). The accuracy for 

predicting the future location of all cells increased by 0.056 (kappa location=0.733) 

and for future location of changed cells increased significantly by 0.142 (kappa 

transloc=0.812). 

 

a) b) 

Figure 5.13 Part of map of modelling outcome a) before and b) after applying 

median filter. 
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However, the accuracy for predicting the future quantity of all cells stayed the 

same and the future quantity of changed cells decreased by 0.064 (kappa 

transloc=0.637).  

The profound analysis can be performed using maps of modelling outcome which 

present the probability of occurrence of each class individually. Namely, the 

outcomes from ML techniques can be presented in two ways: as maps of 

probability of occurrence for each class individually and as a map in which each 

pixel is associated with the class that has the highest probability. 

 

 

Figure 5.14 Map of probability of occurrence for Agriculture class. 
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Maps of probability can greatly contribute to the decision making processes of 

urban planners. The probability map for the Agricultural class is presented in 

Figure 5.14, while the probability maps for other classes are presented in 

appendices 1-8. 

Moreover, there is some degree of similarity in land use considering the overlap of 

individual classes such as Commercial and Residential classes, which are often 

combined in one area.  

 

Figure 5.15 Comparison of actual and predicted land use maps for year 2010 in 

the fuzzy set approach. 
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For that reason, it is convenient to consider the probability of similar classes 

during the analysis of accuracy of modelling outcomes. From the planner’s point of 
view, if one of the similar classes emerges instead of another one, it does not 

necessarily have to mean that the prediction was completely inaccurate. 

The comparison of actual and predicted land use maps for year 2010 was carried 

out using fuzzy kappa in the same way as in the assessment of similarity between 

actual and planned land use maps (section 4.4). Since the fuzzy set approach 

provides gradual maps of similarity, it is possible to analyze differences between 

these two maps considering the level of similarity between particular classes 

(Figure 5.15). 

5.2. Sensitivity of the predictive land use change model built by 

SVM 

Obtaining the best performing model implies proper implementation of the 

following: adequate data representation, sampling data and selection of the 

appropriate subset of attributes as was shown in previous experiments. In 

addition, the efficient application of SVM requires the selection of optimal 

parameters. For this reason, special attention is given to this phase of LUC 

modeling using SVM.  

The efficient application of SVM, which uses the Radial Basis Function kernel 

(explained in section 3.3.3), requires the selection of the optimal combination of 

penalty factor C and the Gaussian parameter γ. A standard parameter selection 
procedure assumes the existence of a separate validation set used to measure the 

performance of the model trained with selected parameter combinations. The best 

performing combination on the validation set is used to train the model on the 

whole training set. The validation set is usually obtained by dividing the training 

set into two (or more in the case of k-fold cross validation) independent parts.  

Since the research problem has the form of a time series, the validation set should 

not be from the same time period as the test set. Therefore, the parameters are 
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varied on the training set (xt-2
, yt-1) and the model performance is measured on the 

(xt-1
, yt) validation set. The best performing parameters were used to train the final 

SVM prediction model on (xt-1
, yt), which is then used to predict yt+1.  

In this part of the dissertation the following was examined: 

 Sensitivity of the LUC model built by SVM using all considered attributes 

and the same number of attributes selected by Info Gain, Gain Ratio or 

Correlation based Feature Subset with regards to the SVM parameter 

changes, 

 Sensitivity of the LUC model built by SVM using subsets of attribute selected 

from different data representations by Correlation based Feature Subset 

with regards to the SVM parameters. Additionally, a realistic performance 

of the SVM model was tested by finding the appropriate parameters using 

only the available data from the past (t-2, t-1; t) and then using those best 

performing parameters for modeling (predicting) ǲunknownǳ future land 

use, yt+1. 

5.2.1 Study area and datasets creation for Training and Testing 

The Zemun municipality was used as a study area in this experiment. Since the 

area contained a small amount of cells with changed land use, the balanced 

sampling approach was used to create training and test datasets for building and 

evaluation of derived models according to the procedure described in section 3.4. 

Three different data representations were used to build proposed SVM prediction 

models. The first representation included attributes x1 to x10 and attribute x20 

described in Table 5.6. These attributes were used to build the basic model based 

on distances to significant objects, population and previous land use (in further 

text referred as M). In the other two neighbourhood representations, information 

(x11 to x20, Table 5.6.) was added to the basic model and presented with two 

variations: M 7 x 7 with Moore neighbourhood of 7x7 and M 21 x 21 with Moore 

neighbourhood of 21x21 (explained in section 4.3). 
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Table 5.6 Attributes used for different data representation M, M7x7 and M21x21. 

Attributes Description 

x1  Euclidean distance of grid cell to municipality center 

x2 Euclidean distance of grid cell to city center 

x3 Euclidean distance of grid cell to the closest rivers 

x4 Euclidean distance of grid cell to the closest big green areas  

x5 Euclidean distance of grid cell to the closest railway lines at time t 

x6 Euclidean distance of grid cell to the closest highway at time t 

x7 Euclidean distance of grid cell to the closest main road at time t 

x8 
Euclidean distance of grid cell to the closest street of category I at 

time t 

x9 
Euclidean distance of grid cell to the closest street of category II 

at time t 

x10 Population change index 

x11 Number of agricultural cells in neighbourhood at time t 

x12 Number of wetlands cells in neighbourhood at time t 

x13 Number of traffic areas cells in neighbourhood at time t 

x14 Number of infrastructure cells in neighbourhood at time t 

x15 Number of residential cells in neighbourhood at time t 

x16 Number of commercial cells in neighbourhood at time t 

x17 Number of industry cells in neighbourhood in at time t 

x18 Number of special use cells in neighbourhood at time t 

x19 Number of green areas cells in neighbourhood at time t 

x20 Land use class at time t 

y Land use class at time t+1  
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5.2.2. Sensitivity of SVM predictive land use change model in regard to 

parameter changes and used attributes selection methods 

Data representation used for this experiment was M and models were built using 

the training set (2003 – 2007) and tested over the test set (2007 – 2010). 

In the first step of experimentation, an attribute selection was carried out using 

three methods: IG, GR and CFS. The obtained results are presented below, in Figure 

5.16. 

The CFS selected subset of five attributes including: land use class, PCI and 

Euclidian distance to the closest big green area, highway and main road. Whereas, 

the CFS automatically determines a subset of k relevant attributes, which are 

highly correlated with the land use class and are uncorrelated with each other; IG 

and GR rank all considered attributes independently of each other according to 

their measure of association with the future land use class. Therefore, in order to 

compare the sensitivity of models built with attributes selected with those three 

methods in regards to SVM parameters, the five highest ranked attributes by IG 

and GR were selected and three new data representations were created. 

Figure 5.16 Selection of attributes by IG, GR and CFS. 
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Each data representation contains training and test datasets and five selected 

attributes by IG, GR and CFS. 

In the second step, the model performance derived with all attributes (M) and with 

a subset of 5 selected attributes based on the CFS (MCFS), IG (MIG) and GR (MGR) for 

different SVM parameters C and γ were compared. The range of parameters used 

to train SVM models was {1, 5, 10, 50, 100} for C and {Ͳ.5, ͳ, 5, ͳͲ} for γ, which 
makes the total of 20 combinations created for each individual data 

representation. Validation values measured for all models that were built using 

various SVM parameters and four different data representations are presented in 

Figure 5. 17. 

Compared to the model based on all attributes, the use of a subset of attributes 

selected by CFS increases the kappa value by 6%. Whereas the use of a subset of 

attributes selected by GR increases the kappa by 4% and the use of IG decreases 

the kappa value by 10%. Results indicate that MCFS and MGR are more robust to 

different SVM parameter combinations and exhibit better kappa performance. 

 

Figure 5.17 Comparison of the model performance derived with all attributes (M) 

and with subset of 5 selected attributes based on the CFS (MCFS), IG (MIG) and GR 

(MGR) for different SVM parameters C and γ.  
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Models built based on MCFS are slightly better than the ones based on MGR. Using M 

and MIG provides models that are less capable at predicting LUC and can be 

overfitted with higher values of parameters.  

Generally, a subset of k attributes selected by CFS provides slightly better models 

when compared to k highest ranked attributes by GR and significantly better 

models compared to k highest ranked attributes by IG. 

5.2.3 Sensitivity of SVM predictive land use change model in regard to 

parameter changes and subset of attributes selected by CFS from different data 

representation 

The model built with attributes selected by CFS provides slightly better model 

performance when compared to others and therefore this attribute selection 

method was used for this experiment. In the first step of the experiment, a CFS 

method was performed for each data representation, M, M7 x 7 and M21 x 21, in order 

to find the most informative subset of attributes from Table 5.6. The results are 

shown in Table 5.7.  

The number of selected attributes increased with the addition of neighbourhood 

information to the basic model M (M7x7, M21x21) and by expanding the size of 

neighbourhood (M21x21). In all training datasets, the CFS selected land use class (in 

t), PCI and Euclidean distances to the closest big green area, highway and main 

road were used. Additionally, the most relevant classes in the 7×7 neighbourhood 

are Wetlands, Traffic areas and Special use (school, hospital, police station...). 

Beside those attributes, in the 21×21 neighbourhood, residential and industry 

class are joined to the subset of selected attributes. Models labelled as MCFS, MCFS
7x7 

and MCFS
21x21 were built on training sets that contain only selected attributes 

(Table 5.6).  
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Table 5.7 Subset of selected attributes based on the CFS method for three data 

representations. 

M M 7 x 7 M21 x 21 

Euclidean distance of 

grid cell to the 

closest big green 

areas 

Euclidean distance of 

grid cell to city center 

Euclidean distance of grid 

cell to city center 

Euclidean distance of 

grid cell to the 

closest highway 

Euclidean distance of 

grid cell to the closest big 

green areas 

Euclidean distance of grid 

cell to the closest big green 

areas 

Euclidean distance of 

grid cell to the 

closest main road 

Euclidean distance of 

grid cell to the closest 

railway lines 

Euclidean distance of grid 

cell to the closest railway 

lines 

Population change 

index 

Euclidean distance of 

grid cell to the closest 

highway 

Euclidean distance of grid 

cell to the closest highway 

Land use class 

Euclidean distance of 

grid cell to the closest 

main road 

Euclidean distance of grid 

cell to the closest main road 

- Population change index Population change index 

- 
Number of wetlands cells 

in neighbourhood 

Number of wetlands cells in 

neighbourhood 

- 
Number of traffic areas 

cells in neighbourhood 

Number of traffic areas cells 

in neighbourhood 

- 
Number of special use 

cells in neighbourhood 

Number of special use cells 

in neighbourhood 

- Land use class 
Number of residential cells 

in neighbourhood 

- - 
Number of industry cells in 

neighbourhood 

- - Land use class 

 

In order to examine the influence of the parameters on the performance of the 

models, individual models were built using the training set (2003 – 2007) and 

tested over the test set (2007 – 2010). The obtained kappa values are presented in 

Figure 5.18. 
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Figure 5.18 Comparison of the model performance derived with different data representation and different values of SVM 

parameters C and γ. 
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The results show that SVM provided an adequate prediction of LUC using all three 

data representations. The ranges of kappa for MCFS, MCFS
7x7, and MCFS

21x21 are 0.52-

0.68, 0.57-0.68 and 0.61-0.65, respectively. Although the use of MCFS
21x21 obtains 

slightly lower results, this dataset is less sensitive to parameter changes than the 

other two. The highest kappa values for MCFS and MCFS
7x7 are similar. However, the 

MCFS
7x7 performs better with smaller values of parameters which indicate that MCFS

7x7 

has a greater power of generalization. 

In the previous step all models were evaluated on the corresponding test sets. The test 

sets belong to the future from the perspective of data used to train the models. In 

reality, land use experts would build an operative model by finding the appropriate 

parameters using only the available data from the past.  

A more realistic case can be examined if 2010 is used as an unknown future land use 

class (yt+1). A realistic performance of models was accomplished in following manner: 

1. Models were built based on 2001 – 2003 training datasets and tested on 2003 – 2007 validation sets for each of 20 parameters combinations 

2. Best performing parameters were selected for each data representation (MCFS – 

[5,100]; MCFS
7x7 – [5,10]; MCFS

21x21 – [10,1]) 

3. Models were built based on 2003 – 2007 training datasets and tested on 2007 – 2010 using previously selected best performing parameters (Table 5.8). 

Table 5.8 Values for different kappa measures for models that were built based on 

selected parameters, for all three data representations. 

Dataset C γ Kappa Klocation Khisto 

MCFS 100 5 0.677 0.744 0.910 

MCFS
7x7 10 5 0.678 0.757 0.895 

MCFS
21x21 1 10 0.640 0.729 0.877 
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The model performance on the 2007 – 2010 test set could be regarded as a realistic 

assessment of its capability to predict future LUC (operative model performance 

emphasized in Figure 5.18 with bigger markers). Models MCFS and MCFS
7x7 exhibited 

similar values of kappa and the value for MCFS
21x21 was slightly lower. 

In order to provide a better overall evaluation, two additional kappa values had to be 

analyzed: kappa location and kappa histo. The MCFS
7x7 model was able to predict the 

location of changes slightly better than MCFS and MCFS
21x21 models. However MCFS was 

better at predicting the quantity of change than the other two models. Hence, it is 

difficult to judge what could be the best model independently for the final application. 

Therefore, the model performance for all classes from the study area is show in Table 

5.9. 

All classes, excluding the Commercial class, resulted with kappa values higher than 

0.50 and indicated that SVM had difficulties to ǲlearnǳ changes for that land use class. 
This could be explained by the kind of data, since this class is often combined with two 

different classes (Industrial and Residential). Infrastructure and Wetland were the only 

two classes without changes within the period between 2001 – 2010 years (kappa 

equals one). Kappa location values indicate that the inclusion of neighbourhood 

information improves the results significantly for certain classes. MCFS
7x7 predicts 

locations for future traffic areas significantly better when compared to the other two 

models. On the other hand, MCFS
21x21 significantly improves the prediction for 

Commercial classes. The prediction for the quantity of changes is excellent for the 

majority of classes. It is the responsibility of the urban planner to decide which one of 

the presented models would be selected. The obtained predicted land use changes are 

presented in Figures 5.19, 5.20 and 5.21. 
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Table 5.9 Performance measures of selected models for all classes, based on kappa, kappa location and kappa histo 

values. 

Land use class Kappa Klocation Khisto 

MCFS MCFS
7x7 MCFS

21x21 MCFS MCFS
7x7 MCFS

21x21 MCFS MCFS
7x7 MCFS

21x21 

Agriculture 0.722 0.723 0.679 0.754 0.764 0.763 0.958 0.946 0.889 

Wetland 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 

Traffic areas 0.545 0.657 0.563 0.549 0.812 0.574 0.999 0.808 0.981 

Infrastructure 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 1.000 

Residential 0.743 0.748 0.673 0.743 0.776 0.681 0.983 0.964 0.988 

Commercial 0.168 0.165 0.168 0.312 0.296 0.397 0.538 0.558 0.423 

Industry 0.680 0.654 0.661 0.686 0.670 0.692 0.992 0.976 0.955 

Special use 0.594 0.594 0.600 0.932 0.932 0.934 0.645 0.638 0.642 

Green area 0.506 0.518 0.477 0.953 0.954 0.962 0.531 0.542 0.496 
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Figure 5.19 a) The actual land use and b) predicted land use for year 2010 obtained 

with selected parameters and MCFS data representation. 
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Figure 5.20 a) The actual land use and b) predicted land use for year 2010 obtained 

with selected parameters and MCFS
7x7 data representation. 
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Figure 5.21 a) The actual land use and b) predicted land use for year 2010 obtained 

with selected parameters and MCFS
21x21 data representation. 
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Chapter 6: 

Conclusion  

The development of models for the analysis and prediction of dynamic geographic 

phenomena has been spurred recently by the vast availability of geospatial data in 

digital form, development of GIS and related technologies. As a relatively new 

approach, which has the capability to develop modelling procedures for 

representation of the underlying complex phenomena from historical datasets, 

data-driven methods are insufficiently researched in the field of land use. This 

research examined the possibility of applying different data-driven methods to 

predict urban land use changes (LUC). The proposed methodology included 

problem definition, data collection and preparation, data sampling, analysis of 

urban LUC attributes importance, building, validating and analyzing models for 

LUC prediction. 

Four experiments were conducted to examine the proposed methodology. 

Different representations of data, different attribute selection methods and 

different numbers of the attributes were considered. Furthermore, three machine 

learning techniques were used (Decision Trees, Neural Networks and Support 

Vector Machines) in order to build models and model outcomes were compared 

(using various forms of Kappa statistics) and analyzed. Moreover, nine land use 

classes were considered for building and validating the models which added to the 

complexity of the research. The study area that was used for these four 

experiments encompasses three Belgrade municipalities (Zemun, New Belgrade and SurčinȌ represented as 10×10 m grid cells in four different moments in time 

(2001, 2003, 2007 and 2010).  
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Land use changes present very complex spatial - temporal process which depends 

on many different factors (attributes). Creating database for study area in GIS 

environment enables integration, manipulation and analyzes of different types of 

considering attributes. In the proposed methodology the study area is represented 

as a grid of cells, where each cell is uniquely identified with its accompanied 

attributes and land use class. For each considering moment in time, the GIS data 

layer (point layer- where each point represents center of established grid cell) is 

created and presents distribution of considering attributes on a study area for each 

moment in time. By using those GIS data layers it is easy to create training and test 

datasets which are necessary to built and validate models.  

In land use problem domain, the overall number of cells that change their land use 

over time is very small compared to the total number of cells in the study area. 

Therefore, the unbalanced nature of the data could be misleading for both the 

learning process and the evaluation of the model performance. A proposed 

procedure in this research that selects an equal number of land use changed and 

unchanged cells preserving original distribution over the classes yielded better 

predictive models.  

The study experimented with four different data representations used as inputs to 

different machine learning techniques. Apart from the commonly used urban 

indicators in LUC modelling (such as present land use class, number of inhabitants, 

distances to city centre, highways, roads) representations used in this research 

included the neighbouring information about land use classes, history information 

about previous land use and information regarding the changes of some spatial 

attributes that occurred in the past at each cell in the grid. The experiments 

suggested that a model with neighbouring information performed better than a 

simple model with common urban indicators. However, further enhancement of 

the data representation with historical information related to previous land use 

improved the prediction over the neighbouring model. On the other hand, the 

representation with changed attributes information does not contribute to a 

significant improvement of the model performance, as might be expected, 
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especially regarding to relatively small amount of changes in the considered 

attributes. 

A detailed analysis of attribute importance was performed using three attribute 

ranking methods: χ2, Info Gain and Gain Ratio in order to find the most relevant 

attributes for all data representations. The selection of the method for the attribute 

ranking depends on the machine learning techniques and on the types of attributes 

themselves because the methods favored differing types of attributes. It is found 

that both χ2 and IG rank the attributes almost identically while GR indicates some 

differences. Both methods showed that the previous land use and neighborhood 

are very important but not sufficient for an accurate modeling result. By using 

recursive elimination method, a subset of the most informative attributes was 

found. The experiments suggested that relatively small number of attributes (6 or 

5) was sufficient for realistic model predictions. Reducing the initial set of input 

attributes to an informative subset resulted in less complex models, in regard to 

number of used attributes, and models with better performance. Additionally, the 

proposed methodology allows the consideration of numerous attributes 

(categorical and continuous) followed by proposed selection of subset of the most 

informative ones for the learning process. This approach enables a wide range of 

user unbiased application of model outcomes. 

Based on the obtained results it can be concluded that all three machine learning 

techniques are suitable for modeling land use change. When compared together, 

the NN, DT and SVM techniques all have some advantages and disadvantages. 

Generally, NN and SVM have a slightly better capability to model changes than DT. 

Considering that the prediction of the correct location where the changes occurred 

is more important than overall quantity of changes, the SVM technique is more 

appropriate than NN, from an urban point of view. The capability of the DT to 

reduce the derived model as a set of logical IF–THEN rules enables a domain 

expert to have an easier understanding of the problem and in many cases could be 

preferable to more complex functional methods such as SVM.  

In addition, sensitivity analysis of the SVM-based model was performed in order to 

explore its sensitivity to attribute selection and parameter changes. Models were 
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built and the outcomes were compared and analyzed by using the same number of 

attributes selected from the new three different data representations obtained 

through Info Gain, Gain Ratio and Correlation-based Feature Subset and various 

combinations of SVM parameters. Moreover, the capability to find the appropriate 

optimal SVM parameters using only data from the past is necessary to test the 

predictions of future land use changes. The municipality of Zemun was used as the 

main testing area, which is the largest municipality within the Belgrade city limits. 

The obtained results indicate that a subset of k attributes selected by CFS provides 

slightly better models compared to k highest ranked attributes by GR and provides 

significantly better models compared to k highest ranked attributes by IG. Using 

selected attributes by CFS and GR resulted in a simple model (less attributes – less 

complicated model) with better performance and with less possibility to be 

overfitted with higher values of SVM parameters.  

In conclusion, this research presents a novel means of enhancing data-driven 

methods and assesses their suitability for modelling land use change in cases of 

high thematic resolutions –i.e. large amount of classes. Based on the obtained 

results it can be concluded that the proposed data-driven methodology provides 

predictive LUC models which could be successfully used for creation of possible 

scenarios of urban LUC and presents helpful tools for modern urban planning 

decision making purposes. Considering the flexibility of the proposed 

methodology, in regard to used attributes, number of target classes, spatial and 

temporal resolution, it has great potential in application for modelling other 

spatial-temporal phenomena. 
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Appendix 1: 

Map of probability of occurrence for Wetland class 
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Appendix 2: 

Map of probability of occurrence for Transportation networks class 
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Appendix 3: 

Map of probability of occurrence for Infrastructure class 
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Appendix 4: 

Map of probability of occurrence for Residential class 
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Appendix 5: 

Map of probability of occurrence for Commercial class 
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Appendix 6: 

Map of probability of occurrence for Industry class 
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Appendix 7: 

Map of probability of occurrence for Special use class 
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Appendix 8: 

Map of probability of occurrence for Green area class 
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