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Abstract

Abstract

Over the last decades many techniques for the analysis of textured images have
been proposed in the literature for the texture classification and segmentation,
but the approach in this dissertation challenges most of obstacles in this field. The
main goal  for this approach was to implement a fast and active texture
classification approach based on texture features to have the ability to extract road
boarders from the contents of an image produced by camera is mounted on a
moving vehicle. This approach analyzes the properties of individual texture
elements, using statistical and spatial structural features obtained from the gray
level values of each particular area in the input image. Thus, in the field of outdoor
usage of wheeled robotics and autonomous vehicles, it’s important to extract the
road boarders to could guide them in right direction and moreover, enabling
further calculations of distances from the borders as well as road directions, etc.
Explores of this approach, thus, the texture of a road is different enough in
comparison to the textures characterizing the surrounding environment, allowing
the separation of the overall image into few distinguishable regions. Being oriented
toward autonomous car guidance in real time, the time consumption for the
algorithm implementation was the important factor. That was the reason why the
number of classes is limited to three (road, near background, far background) in

this algorithm. To accomplish the improvements in the extracting of road class
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from the non-road, the segmentation algorithm combines the texture descriptors of
statistical nature and the ones based on gray level co-occurrence matrix as features
classifications tools. This algorithm is selecting the best descriptor candidates from
each group by calculating the seed square size 64*64 for each class selected by the
operator in representative positions. In order to decrease the computation time,
and to improve the quality from statistical point of view, the algorithm included
the acquisition of 1024 values by moving the square around the seed points and
making the calculations only for selected best descriptors. The classification
thresholds both in two-dimensional case as well as in one-dimensional case, are
found based on statistical distributions approximated as Gaussian ones (mean,
standard deviation) for each class. Thresholding is done either by using minimum
Euclidean distance or by appropriate adaptation of this threshold. The overall
input image is scanned horizontally by the square of size 6464 pixels and
segmented with specified texture descriptors into three classes. The most
important class for our algorithm is the road class. The segmented result is crude
image that is refined in its shape by using splitting and merging process only
around the road border with other two segmentation passes with down square
sizes 32*32 and 16*16 pixels. After all three segmentation passes, the result of road
border as a staircase line. The algorithm will refine this staircase border by linear
fitting approximation in order to obtain the straight line borders. Finally, check of
the robustness of this algorithm, and challenges introduced by some obstacles
(naturally or artificially) on the road have been verified by applying this algorithm

on different image examples.
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AOctpaxT:

Y mocnensuM gelleHVjama je y JIMTepaTypy HpemjIoKeHO BUIle TeXHMKa 3a
aHJIN3y TEKCTYPMCAHMX CIMKa M TO 3a KiIacuUKaIMjy TeKCTypa, cerMeHTaIujy
CJIIKe Ha pervoHe ¥ OJ1., a Y IPUCTYIy KOji je M3JIOKEeH y OBOj OucepTaryjin
cycpehe ce ca BehmHOM M3a30Ba U Hperpeka TUIWYHMX 3a OBy oOs1acT. OcHOBHU
VWb M3JIOKEHOT Mprla3a cacToju ce y nedpuHMcamy 1 IpUMeHN pejlaTMBHO Op3e
Ipolleflype 3a WM3[Bajarbe pervoHa IyTa M3 CiIuKe IIpubaB/beHe M3 KaMmepe
MOHTHMpaHe Ha IIOKpPeTHOM BO3W1y, a Ha 0a3u Ki1acuduKaliyje TeKCTypa Ha OCHOBY
ofrosapajyhux peckpumnropa. Y HOuTamy je aHaaM3a OCOOMHa IOjedMHAYHMX
ejJleMeHaTa TeKCType y PpasIMuuUTHUM AeIoBMMa yjla3He CJIMKe U TO II0 OCHOBY
CTaTMCTMYKMX ITOKa3aTe/ba Be3aHVX 3a XMUCTOTpaM HMjaHCK CUBOT ¥ IIPOCTOPHMIX
CTPYKTYPHMX IOKa3aTesba Be3aHMX 3a MaTpWIle 3ajeHUYKOT I10jaBJbyBarba HIBOA
cuBor. Y o0sacTit ayTOMaTCKOT yIpaB/balba OOjeKaTa Kao IITO Cy MOTOPM30BaHNU
poboTM ca TOUKOBMMa WIM ayToMaTW3OBaHa BO3WIa Ha IIyTy, y YCJIOBMMa
OTBOPEHOT IIPOCTOPa, BaXKHO je M3IBOjUTHI IpaHuMIle IIyTa 110 KoMe ce o0jekaT Kpehe
fa Ou ce mpwiarogwie yIpasjbauke akilyje, IIpopadyHala pacTojamba 10 paHuIa
IIyTa, OOpeawIO ycMepetbe ITyTa UTH,.

Y ocHOBU IpwIasa y 0BOj OyicepTallijii IIPeTIIOCTaBba Ce [1a je TEeKCTypa JIMKa IIyTa
JIOBOJPHO pas3/IN4MTa OFHOCY Ha TeKCType Koje KapaKTepuIlly OKOJIMHY, TaKo [a je
Moryhe cermMeHTmcaTyt CIMKy Ha BHIIe KapaKTepucTuuHux pernona. Kako je

Kpajiby Wb 1a ce fobe 110 ajlropUT™Ma HPUMEHJBMBOT Y pealHOM BpeMeHY TITie je
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O6ps3rHa obaB/barka pauvyyHCKMX Ollepaliyja KpUTWYHA, IIPejIoKeHo je fda ce Opoj
KJlaca TeKCTypa orpaHM4YM Ha Tpu (IIyT, OiImcKa OKoIMHa U JajieKa oKosmHa). [la
01 ce ycaBpIIMO IOCTYIaK M3/IBajarba IIyTa Off OHOIa IITO HUje IIyT, aJlropuTaM
cerMeHTalVje KOMOMHYje JeCKpUITope KOjy Cy CTaTUCTUYKe IIpUpIle ¥ OHe KOoji
Cy CTYKTypHe, Tako Ja je Klacudukanyja JBoAMMeH3OHOr Kapkarepa. Kao 11Ba
OCHOBHa ITOKa3aTesba CeJIeKTyjy ce Hajoorby KaHAuIaT 13 ode rpylie, Tako IITO ce
CBY IIOTEHILIMjaJIHM JeCKPUIITOPY MHULMjAJIHO M3padyHajy 3a IIOYeTHe IIpo3ope
ovMeH3Mja 64*64 TMKcesla, IIOCTaB/beHe Yy o0jacTM 3a Koje ce aIllpMOPHO
IIpeTIIOCTaB/ba Jla Cy pelpe3eHTU IIpensubeHux kiaca. [la 6u ce mpubasmia
BaJIMIHa CTaTMCTMUUYKa MH@OpMallMja, 3a HajooIbe JecKpuUIITOpe 110 TpyIiaMa, BpIIn
ce axkBmsuumja y 1024 mposopa y oxkonuHM vHMLOMjagHor. Ilparosm 3a
KIacuduKanyjy ce mo obe OuMeH3Mje padyHajy Ha Oasu IpeTIIOCTaBKe [a je
pacrofiesia Bpe[THOCTH JlecKpunTopa y nonynanuju ox 1024 mposzopa l'aycoscka, ca
AaTVIM CpebiM BpeIHOCTMA ¥ CTaHAapaHNM aeBrjanyjama. CaMma cermMeHTalyja
ce BpIIM WIM Ha Oa3y MuHMMaIHOI EyKimickor pacTojara Off IIPOTOTMIICKMX
BpPeIHOCTY Kjlaca WiM Ha 0asy opuUrmHajIHO MOOM@UKOBAHOT IIpara Ha OCHOBY
OflHOCa CTaHAApAHMX JIeBujalyja BpeqHOCTM JecKpunTopa Io kiacama. Hakon
IOYeTHe CerMeHTallyje y TpM Kilace KoOja ce ITOCTVDKe CKaHMpameM CJIVKe ca
IIpo30puIMa JIMeH3rja 64*64 muKcesla, cjiefin IIOIpaBKa KBaJITeTa cerMeHTarje
AyX TpaHWUIle pas[dBajarba pervoHa IyTa oOff OKOJIMHe Koja WMa CMICao
cerMeHTaLyje IIoeIoM 1 pacToM pernoHa. Hosa gBa ckanuparba ce BpIle camo y
rpaHMYHOj O0JacTM M TO ca IIpo3opmMa AuMeHsuja 32*32 nmkcerna n 16*16
mukcesta. HakoH cBa Tpm Kopaka cermMeHTalyje IHpMMerbyje ce Ipoleaypa
MopdoomKor QwiTpuparma Koje ¥MMa CMMcao IIOIyHhaBarba IIpasHMHA U
rose3uBama ennHa. KonauHo, rpanmila myTa ce m3/iBaja Kao CTelleHacTa JIVHM)a,

TaKoO Jla je 3aBpIIHM KOpakK ojrosapajyha ampokcumaliyja MHpaBOM JIMHVjOM.
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VcnmtmBame poOyCHOCTM aIrOpUTMa je M3BPIIEHO 3a HU3 KapaKTepUCTUYIHMX
CIMKa Koje Cy yK/bydwlIe IIpoOsieMe ca ceHKama M OfcjajuMa Ha IIyTy, c1abo
dedpVHMCaHNUM CeOCKMM ITyTeBMMa, ,IpeBuile” medrHMCAaHUM ayTocTpagaMa ca
Hu3oM Beh mocrojehm neMapkaMoHMX efleMeHara, IIpUMepUMa ca BUIIe
IIOTEHITVjaJTHNX KJlaca y OKOJIMHW, ajli M Ha caMOM IIyTy, ca IPUPOAHUM WIN
BEIITauKNM IIpelpeKaMa KOje HapyIIaBajy IIPEeTIOCTaBKY [la Ce PervioHM MOTy
KIacudukoBaTt Ha 0asu jemMHCTBeHe TeKcType uth,. Takobe je y 3aBpIIHOM Aeiny
pana aHam3MpaHa 1 MoryhHoCT 11a ce Kao , Tpeha auMeHsmja” y Kiacudukanmjn

pasMaTpa u cajipKaj IylaBe KOMIIOHEHTe Y KOJIOp CJIVIIN.
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Chapter 1 Introduction

1. Introduction:

In the last two decades, in the field of computer vision plays an important role in
low level image analysis and understanding. The computer vision tackles the
problem of engineering artificial visual systems capable of somehow
comprehending and interpreting our real, three dimensional world. There are
many applications in this field includes object recognition, motion interpretation
(tracking), autonomous navigation, and the robotic manipulation. Since computer
vision has its roots in artificial intelligence, many = methods were originally
developed to either tackle or represent a problem in computer vision. The fields
still have much in common today, especially using texture classification to
perform some computer vision applications. Its potential applications range has
been shown in various areas such as autonomous guidance of ground vehicles
(wheeled robots, cars), remote sensing images, and industrial automation,
biomedical image processing etc. The possible applications span from the cases
where the vehicle is to move autonomously along very well arranged highways
with a number of distinguishable landmarks around, up to the cases where the
object is moving through the completely unknown environment, along the
road/path poorly separable from the local background. As a reasonable step
toward fully autonomous guidance, a number of applications that have the nature
of “driving assistant” are envisaged. A number of heterogeneous sensors and
systems are used in the context of “intelligent transportation systems”. The
forward looking TV camera is one of the most popular and useful ones. The

digitized image coming from camera is a source of valuable information related to
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the task of recognition of a road/lane and its borders, detection of other
subjects/obstacles on the road (other vehicles, pedestrians), detection and
recognition of traffic signs, lights, etc. We have limited our attention here toward
the task of separation of the road region, or more precisely, extraction of the border
between the road and the surrounding background. This part of image is
important to be known in order to calculate vehicle’s distance from the border, to
estimate the radius of a road curvature, as well as to estimate the heading and
slope of a road (in cooperation with some other inertial or magnetic instruments,
or a priory known data).[1]

The idea behind this algorithm extracts the road borders from image has two or
more regions in an image representing the scene in front of the vehicle, (the road
being one of them and the main task) there are two basic approaches: 1-Borders
between regions are characterized by the appreciable light intensity variations and
in order to extract these pixels some previous high pass filtration is preferable,
after which the appropriate segmentation procedure is going to separate the points
where the gradient values are above the specified level (threshold). 2-The region of
road can be characterized using the range of values of some descriptor(s), such that
the other regions around, are well distinguishable from, and the road border is
extractable this way. These descriptors can be related to the light intensity, color, or
different descriptions of a texture.

The usage of texture descriptors is suggested in this dissertation for defined type of
task. One type of these descriptors (statistical ones) are related to the light intensity
content typical for some parts of the road image, and generally is based on
statistical moments calculated for the population of pixels belonging to it. The
other type that was relevant for this approach is based on light intensity co-

occurrence matrix and introduces the information about spatial relationships
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between pixels with different light intensities inside the road area. Moreover, none
of these descriptors is universally applicable for all types of roads and local
backgrounds. The idea is to make the segmentation algorithm to be semiautomatic
in the meaning that the simple initial acquisition of data is made by human
operator (driver), while the remaining procedure if fully automatic. As a first part
of this procedure, the choice of best candidates among descriptors of both types is
done. The threshold values between classes (road, near background, far
background) are found by minimization of the erroneous classification. The
classification is extended to two dimensions in order to obtain balance between
statistical and spatial texture characteristics, due to the fact that none of regions is
fully uniform regarding to any descriptor. As a result of intention that the
algorithm should finally work in real time, very precise calculation of all points
belonging to the border (pixel-based texture classification) is avoided. Instead of
that, initial scanning with the window of 64*64 size is followed by the appropriate
splitting down to the windows of sizes 32*32 and 16*16, around the rudimentary
estimated border. Appropriate morphological filtration based on the assumption
that the road region should be connected is the next step, while the whole
procedure on one frame is finishing by polynomial fitting through the “stairs-like”
border segmented up to this point. Figure 1.1 describes those steps used in this
algorithm.

The inspiration for this research work has been found in some of relevant texture
based descriptors, and of basic pattern recognition relevant for the image
processing applications are given in textbooks [1, 3,5,6 ]. The scope of methods
used in computer vision applied for the control of intelligent road vehicles is given
in [4], while the more general survey of usage the vision for autonomous guidance

was done in [7], and, specifically, for the purposes of mobile robot navigation, in
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[8]. Fundamentals of image segmentation, Articles [9-13] are representatives that
are discussing the task of a road border extraction using different methods (optical
flow measurements, edge detection followed by Hough transform, segmentation
based on color contents, color feature combined with line and road following,
texture description alone, and texture combined with color). In [14-16], for the
same task, the focus is shifted more toward the proper road modeling (border is
modeled as a straight or parabolic line, both for in-door and out-door applications,
or, lines are detected in pairs - which is typical for urban traffic environment). In
the papers [17,18] the authors go further by including additional devices like
odometer or inertial instruments in order to combine the information supplied by
them with visual tracking process, and to provide the final information about
vehicle’s position/velocity on the road. Articles [19-20] are referenced here
basically as the examples of road segmentation algorithms oriented toward real-
time applications. Description of textures and their classification was of particular
interest in this paper. The authors of papers [21-24] have discussed this problem
from different aspects relevant for our approach (how to reduce the time for
recognizing the texture as one out of predefined set, how to make the acquisition
over multiple windows of different size, how to find the subset of relevant features
that are sufficient to capture the important properties of the set of classes that are
to be distinguished, and how to make so called pixel-based texture classification
which determines the class which every pixel of an input image belongs to).
Finally, the articles [24-27] are oriented toward combinations of usage of texture
descriptors based on co-occurrence matrix and other features like color and
variance, as well as to classifications based on combinations of light intensity and

color with texture.
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Read input
image and
Preprocessing
it

Calculate and
select best
candidate
descriptors

Acquire 1024 Splitting and
values for each merging and
class and elirnination of
calculate no connected
thresholds squares and
ohstacles

Segmentation
with two
descriptors

Figure 1.1 Algorithm block diagram

In this dissertation organized as following: chapter 2 will introduce the image,
digital image formation, and its types, applications. Chapter 3 shows the digital

image enhancement used in this algorithm. Chapter 4 discusses the texture and its
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classifications and related work available. Chapter 5 represents the algorithm to

detect

road image borders based on texture classification.

Chapter 6 discusses the algorithm verifications with different input images and

texture classifications in two-dimensional descriptors space and combined with

blue color.

Objectives of this work have been:

Extracting the road borders used texture features classifications from static image.

1.

To step on real time applications, automatic choice of the best candidates for
descriptors - the most suitable ones for the actual scene only at begging of
the algorithm starting.

In order to use Gaussian approximation to calculate the thresholds using
the basic training to  via acquisition of statistical information related to
descriptor values.

Reducing the multidimensional classification task to one-dimensional one;
in order to calculate the thresholds.

To accomplish the road borders extractions from “low-resolution” approach
in splitting/merging type of image segmentation used fitting line
approximations.

The results of this work and its objectives will be closer to real time

applications.




Chapter 2 Digital Image Fundamentals

2. Digital Image Fundamentals.

2.1 Introduction:

Image processing is a rapidly growing area of computer science. Technological
advances in digital imaging, computer processors and mass storage devices have
fueled its growth. Fields, which traditionally used analog imaging, and now

switching to digital images, for their flexibility and affordability.

2.2 Digital image

In general, the divination of the image is the optical counterpart of an object
produced by an optical device (as a lens or mirror) or an electronic device.

In digital fields the digital image may be defined as two-dimensional function f(x,
y) where x, y are special coordinate and fis the amplitude at any pair of coordinate
(x, y) called intensity or gray level for all x, y, and f are finite and discrete

quantities.[1]

2.3 Pixel

The word pixel is an abbreviation of “picture element’. Indexed as an (x,y)location
from the upper left of the image, it represents the smallest, constituent element in
a digital image and contains a numerical value which is the basic unit of
information within the image at a given spatial resolution and quantization level.
Commonly, pixels contain the color or intensity response of the image as a small
point sample of colored light from the scene. However, not all images necessarily
contain strictly visual information. An image is simply a 2-D signal digitized as a

grid of pixels, the values of which may relate to other properties other than color or

Z
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light intensity. The information content of pixels can vary considerably depending
on the type of image we are processing.

2.4 Image foundation

Firstly, to produce the analog image, this done by reflecting light energy or other

energy sources. Light is the predominant energy source for producing images;
simply because it is the energy source which human beings can observe directly.
We are all familiar with photographs, which are a pictorial record of a visual scene.
Many digital images are captured using visible light as the energy source; this has
the advantage of being safe, cheap, easily detected and readily processed with
suitable hardware. Two very popular methods of producing a digital image are
with a digital camera or a flat-bed scanner, etc can obtain the digital image. This
image contents are generated by combination of an illumination source and the
reflection or absorption of energy from that source by the elements of the scene
being imaging. The illumination can be originating from different electromagnetic
energy sources, ultrasound or even a computer-generated illumination pattern.
Depending on the nature of the source, illumination energy is reflected from, or
transmitted through, objects. The internal cameras sensors creates the two
dimension function in x and y plane and this function f(x, y) is result from
illumination * reflectance object [1].

CCD camera. Such a camera has, in place of the usual film, an array of photo sites;
these are silicon electronic devices whose voltage output is proportional to the
intensity of light falling on them. This is shown schematically in figure 2.1. The
output will be an array of values; each representing a sampled point from the
original scene. The elements of this array are called picture elements, or more

simply pixels.
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Scanner works on a principle similar to the CCD camera. Instead of the entire
image being captured at once on a large array, a single row of photo sites is moved
across the image, capturing it row-by-row as it moves. This is shown schematically

in figure 2.2.

Digital output

CCD array

Original image

Figure 2.1 capturing an image with CCD camera.

ow of photosites

\A output row

original image

Chutput array

Figure 2.2 capturing an image with CCD scanner.
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Although light is popular and easy to use, other energy sources may be used to
create a digital image. Visible light is part of the electromagnetic spectrum:
radiation in which the energy takes the form of waves of varying wavelength.
These range from cosmic rays of very short wavelength, to electric power, which

has very long wavelength. Figure 2.3 illustrates electromagnetic wave lengths.

1078 1o 10~ 10°  4x107  2x107 15x107° 3x107% 3x1070 30 5x10°
Cosmic | Gamma Visihle Micro . Electric
X- ; Rad
rays ays rays UV light light Infra red — TV o | ower
Blue Green Red
4.358x107 54612107 72107 1

Figure 2.3 the electromagnetic spectrum.

2.5 Image sampling and quantization

The object of this section how to generate digital image from numerous of ways
to acquire input images. The output of most sensors is a continuous voltage
waveform whose amplitude and spatial behavior are related to the physical
phenomenon being sensed. To create a digital image, we need to convert the
continuous sensed data into digital form. This involves two processes: sampling

and quantization[2].

10
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The basic idea behind sampling and quantization is illustrated in figure 2.4 upper

left Figure = shows a continuous image, f(X,y), that we want to converted to

digital form. An image may be continuous with respect to the x and y
coordinates, and in amplitude. To convert it to digital form, we have to sample the
function in both coordinates and in amplitude. Digitizing the coordinate values is
called sampling. Digitizing the amplitude values is called quantization.
One-dimensional function shown in the upper right figure is a plot of amplitude
(gray level) values of the continuous image along the line segment AB in left upper
figure .The random variations are due to image noise. To sample this function, we
take equally spaced samples along line AB, as shown in left lower figure. The
location of each sample is given by a vertical tick mark in the bottom part of the
figure. The samples are shown as small white squares superimposed on the
function.
The set of these discrete locations gives the sampled function. However, the
values of the samples still span (vertically) a continuous range of gray-level values.
In order to form a digital function, the gray-level values also must be converted
(quantized) into discrete quantities. The lower left figure the gray-level scale
divided into eight discrete levels, ranging from black to white. The vertical tick
marks indicate the specific value assigned to each of the eight gray levels. The
continuous gray levels are quantized simply by assigning one of the eight discrete
gray levels to each sample. The assignment is made depending on the vertical
proximity of a sample to a vertical tick mark. The digital samples resulting from
both sampling and quantization are shown in right lower figure. Starting at the top
of the image and carrying out this procedure line by line produces a two-

dimensional digital image and we should know the quality of digital image

11
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depends on the number of samples and discrete gray levels used in sampling and
quantization, image contents consideration to select these parameters[1,2], as

shown the figure 2.5

[lumination (energy)

"///‘ l \ source

Output (digitized) image

(Internal) image plane

Scene element

Figure 2.4 an example of the digital image acquisition process
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Figure 2.5 Continuous image and its sampling and quantizing result.
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2.6 Representing Digital Image

The result of image quantization and sampling is two-dimension matrix of real
numbers with M rows and N columns of function f(x, y). Each point or pixel in this
function can be reached through its index value x and y (coordinate). This

function can be defined as:

f(0,0) f (0D f(O,N, -1
f(0,0) f (11 f(L,N, -1
f(xy) = (2.1)
f(M, -10) f(M,-1)) f(M,-LN, -1
2.6.1 Binary image:

This is the simplest type of image with two gray-values, 0 and 1 or black and
white and each pixel represented by a single bit. These types of images are useful
in computer vision applications where only information about images or outlines
are required. It can be created from gray-scale image that uses 0 for pixels with
gray levels below the threshold and 1 for other pixel but this way of creation is not
useful because most of the information is lost and the image result are smaller[1,3].
In this image in figure 2.6, we have only the two colors: white for the edges, and

black for the background.

13
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ooooocooo
cooooooo
coocoocooo
coocoocooo
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Figure 2.6 a binary image.

2.6.2 Gray-scale image:

These images contain the brightness information. The numbers of bits that are used
to represent each pixel are related to the number of different brightness levels
available. The typical image contains 8 bits per pixel so there are 256 different
possible gray-tones or intensity values from 0 to 255. This range means that each
pixel can be represented by eight bits, or exactly one byte. This is a very natural
range for image file handling. Other grayscale ranges are used, but generally they
are a power of 2. Such images arise in robotics application, images of printed
works, and indeed 256 different grey levels are sufficient for the recognition of
most natural objects.

Figure 2.7 shows example for grayscale road image.
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Figure 2.7 Grayscale road image

2.6.3 Color image:

A color image is made up of pixels each of which holds three numbers

corresponding to the red, green, and blue levels of the image at a particular

location. Red, green, and blue (sometimes referred to as RGB) are the primary

colors for mixing light. Color is a vectorial feature assigned to each pixel in a color

image. Normally, images are represented as RGB (Red, Green, and Blue) models,

and each pixel has 24 bits. The brightness information, color information are

coupled and represented in many applications. The use of digital image processing

color images is powerful descriptor that often simplified object identification and

extraction from image like, in autonomous robot applications [1, 3]. Figure 2.8

shows an example for color image.
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Figure 2.8 Color image.
2.7 Image Analysis

Image analysis considers the image and it is useful in many applications such as
computer vision, medical imaging, and pattern recognition. It extracts the useful
information from the image. The image analysis involves image segmentation and
feature extraction.

Image segmentation: Image segmentation divides the input image into multiple
segments or regions, which show objects or meaningful parts of objects. It
segments image into homogenous regions thus making it easier to analyze images.
Feature extraction: Large amounts of data are used to represent an image, so the
analysis of an image needs a large amount of memory and thus takes more time. In

order to reduce the amount of data, an image is represented using a set of features.
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Feature extraction is a primitive type of pattern recognition and it is very
important for pattern recognition. This step extracts some features such as color,
shape, and texture. Features contain the relevant information of an image and will
be used in image processing (e.g. searching, retrieval, storing). It decomposes into

two parts, feature construction and feature selection.

2.8 Image file format:

There are different formats for storing the pixels of a digital image. Because we
are going to modify the contents of digital images to specific file format in our
algorithm, it is very important to know which file format to use, since some
formats are lossy while some other has less distortion, digital image format has
different format like (JPG, GIF, PNG, TIFF, ...etc). In this algorithm will use JPG
format JPG, or JPEG (for Joint Photographic Experts Group), because it’s the most
common file format in digital photography. It supports a color depth of 24 bits (3
color channels of 8 bits each). Almost every digital camera is able to write images
using this format and it is widely supported in different viewing programs. It

produces small file sizes using lossy compression [28].
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3. Digital Image Improvements.

3.1 Introduction

The usage of digital processing techniques for image improvements has received
much interest with the publicity given to applications in space imagery,
autonomous control systems and robotics research, etc. Other applications include
image improvement for photographic surveys and industrial radiographic
analysis.

One can divide image improvement into two broad categories: the first one where
the inputs and outputs are images, and second one where the inputs may be
images but whose outputs are attributed from those images. Image enhancement
entails operations that improve the appearance to a human viewer, or operations
to convert an image to a format better suited to machine processing. One of image
enhancement procedures processed in spatial domain methods. The term spatial
domain refers to the image plane itself, and approaches in this category are based
on direct manipulation of pixels in an image, like gray level histograms
manipulation other some preprocessing approaches. In this work for road boarders
detection used some spatial image processing functions and second categories,
whose the input is image but the output is attributes from the input image. This
type of processing, Image Segmentation procedures partition an image into its
constituent parts or objects using some threshold to do that, this work used texture
descriptors as classification tools to discriminates the road from non road images.
In general, autonomous segmentation is one of the most difficult tasks in digital
image processing. A rugged segmentation procedure brings the process a long way

toward successful solution of imaging problems that require objects to be
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identified individually. On the other hand, weak or erratic segmentation
algorithms almost always guarantee eventual failure. In general, the more accurate
the segmentation, the more likely recognition is to succeed. Morphological functions
its a tools for extracting some image components that are useful in the
representation and description, and also some kind of image enhancement but in
binary images only. Representation and description usually follow the output of a
segmentation stage after morphologic functions, which usually are raw pixel data,
constituting either the boundary of a region (i.e., the set of pixels separating one
image region from another) or all the points in the region itself. In either case,
converting the data to a form suitable for computer processing is necessary. The
first decision that must be made whether, the data should be represented as a
boundary or as a complete region. Boundary representation is appropriate when
the focus is on external shape characteristics, such as corners and inflections.
Regional representation is appropriate when the focus is on internal properties,
such as texture or skeletal shape, which this representation are applied in our
algorithm,. In some applications, these representations complement each other.
Choosing a representation is only part of the solution for transforming raw data
into a form suitable for subsequent computer processing. A method must also be
specified for describing the data so that features of interest are highlighted.
Description, also called feature selection, deals with extracting attributes that result in
some quantitative information of interest or are basic for differentiating one class
of objects from another. Recognition is the process that assigns a label (e.g.,
“vehicle”) to an object based on its descriptors. we conclude our coverage of
digital image processing with the development of methods for recognition of

individual objects[1].
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3.2 Histogram Processing:
A histogram plots the relative frequency of each pixel value that occurs in a grey
scale image. Now we can define the histogram of a digital image with gray levels

in the range [0 ,L-1] is a discrete functionh(r,) =n,, where r, is the k, gray
level and n, is the number of pixels in the image having gray levelr, . Histogram

is the basis for numerous spatial domain-processing techniques, and can be used
effectively for image enhancement. The histogram provides a convenient summary
of the intensities in an image, but is unable to convey any information regarding
spatial relationships between pixels. The information inherent in histograms also is
quite useful in other image processing applications as in calculation of statistical
texture features. Histograms are simple to calculate in software and lend
themselves to economic hardware implementations, thus making them a popular
tool for real-time image processing. The following example in figure 3.1 shows
histograms for road image (road, background, and sky) sub- images with different
contrasts. The horizontal axis of each histogram plot corresponds to gray level

values, r, . The vertical axis corresponds to values of h(r,) =n,or p(r,) =n,/n if

the values are normalized. These histogram plots are simply plots of

h(r,) =n,versus r,or p(r,) =n./n versus r,.
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3.3 Image Segmentation

In this type of processing began a transition from image processing methods
whose input and output are images, to methods in which inputs are images, but
the outputs are attributes extracted from those images.
Segmentation an image consist of subdividing it into a number of non
_overlapping, homogeneous regions used some criteria, each of which is spatially
connected and differs from neighboring regions in some meaningful properties
.Segmentation is a process of partitioning the image into some non-intersecting
regions that each region is homogeneous and the union of no two adjacent regions
is homogeneous. The segmentation will stop when the objects of interest in an
application have been isolated like extractions of road image from non-road
images, automated control quality inspection, etc. Segmentation accuracy
determines the eventual success or failure of computerized analysis procedures.
For this reason, considerable care should be taken to improve the probability of
rugged segmentation.
Image segmentation algorithms generally are based on one of two basic properties
of intensity values: discontinuity and similarity. In the first category, the approach
is to partition an image based on abrupt changes in intensity, such as edges in an
image. The principle approaches in the second category are based on partitioning
an image into regions that are similar according to a set of predefined criteria like
(thresholding, region growing, and region splitting and merging) and this type of

segmentation will be used in my algorithm.[1,29]
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Figure 3.1 Histogram of three different sub- images( low contrast, dark, light)
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3.3.1 Detection of Discontinuities

In this section I will present how can detect three basic types of gray-level
discontinuities in a digital image (points, lines, and edges). The detecting of the
discontinuities, just passing a mask with size n*n through whole the image, where
n=3. The idea for detecting isolated point (the point whose gray level is
significantly deferent from background) and located in homogenous region will be

quite deferent from surroundings and easy to detect by applying this mask.

-1 -1 -1
-1 8 -1
-1 -1 -1

so the area has constant gray level the sum of this mask will equal to zero.

Line detection has a little bit complexity, there are many directions of lines to be

detected (Horizontal, + 45, vertical, —45 ). the masks used for detecting lines to

those directions defined in [1].

The edge is changes or discontinuities in an image amplitude attribute such as
luminance or tri-stimulus value are fundamentally important primitive
characteristics of an image because they often provide an indication of the physical
extent of objects within the image. Local discontinuities in image luminance from

one level to another are called luminance edges. Global luminance discontinuities,

23



Chapter 3 Digital Image |mprovements

called Iuminance boundary segments, to detect the edge (discontinuity) in gray level
will used second order derivatives. The second derivatives called Laplacian, It is

second order derivatives for the 2-D function f(X,y)[1,6] and defined as:

0°f +62f

0%f = —
x> oy’

(3.1)

Because the un ability of the Laplacian to detect the edges when used in the

original form, so will used with Gaussian to do this purpose as:

Laplacian of a Gaussian(LOG)= [?h(r)= —{

3.3.2 Thresholding

In many vision applications, it is useful to be able to separate out the regions of
the image corresponding to objects in which we are interested, from the regions of
the image that correspond to background. Thresholding often provides an easy
and convenient way to perform this segmentation based on the different intensities
or colors in the foreground and background regions of an image. There are many
types of thresholds global, local, and adaptive (dynamic) thresholding.

The key issue here is how to choose an optimal threshold value so that the

number of misclassified image pixels is kept as low as possible. Theoretically, we
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can determine the optimal threshold value according to the Byes rule if we know
the pixel value distributions of foreground and background classes [5]. However,
in practice we know only a mixture of the two distributions, or the pixel value
histogram of an image, but not the two separate distributions, so we may have to
make some assumption, determine the optimal threshold according to the
statistical decision theory. Figure 3.2 shows the histogram of two objects in an
image with multiple thresholds. In the next chapter I will discuss threshold in

more details.

...HH’H “h.. T..\“l..

Figure 3.2 Gray-level-histogram can be partitioned by single and multiple
thresholds.

|| hl|..;l..||”|..;z.lml| |

3.3.3 Region growing

Region growing is one of the conceptually simplest approaches to image
segmentation; neighboring pixels of similar amplitude are grouped together to
form a segmented region. This type of segmentation is considered as a process

that partitions entire image R into n sub regions, R,R,,.....,R,, such that
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b) R isaconnectedegion, =12,...,n
RMAR; =0 for aliandj, i # j
(R)=TRUE fori=12,....n
RU Rj): FALSE for anyadjacentegions

Here. p (R, ) is a logical predicate defined over the points in set R, and ¢ is

the null set. Condition (a) indicates that the segmentation must be complete; that
is, every pixel must be in a region. Condition (b) requires that points in a region
must be connected in some predefined sense. Condition (c) indicates that the
regions must be disjoint. Condition (d) deals with the properties that must be
satisfied by the pixels in a segmented region-for example

P(R) = TRUE if all pixels in R have the same gray level. Finally, condition(e)
indicates that regions R and R, are different in the sense of predicate P.[1,3]

points are the white pixels (255)
e region growing criteria are
» gray level difference is less than 65

* pixel has to be 8-connected

3.3.3.1 Region Splitting and Merging
The entire image is subdivided into the set of arbitrary subregions after that
splitted or merged in order to satisfy defined criteria specifying the region

characteristics, as shown in figure 3.3.

26



Chapter 3 Digital Image |mprovements

Figure 3.3 partitioned image and its corresponding quad tree.
The following steps can summarize the procedure of splitting:

» split into four disjoint quadrants any region for which P(Ri) = FALSE

P\IRRUR )=t
* merge any adjacent regions for which (R U . )= true .

* stop when no further merging or splitting is possible

Figure 3.6 shows an input image, which has a criteria P(R)=TRUE and at least of
80% of pixels in Ri have the property

z-m|s20
where z is the gray level of the jth pixel in Ri, m is the mean gray level of that

region, and 0, is the standard deviation of the gray levels in Ri

In the following example, splitting and merging to segmented road class from
input road image are applied as in figure 3.4. This splitting are made only around

the road borders with one or two windows size by 64*64 and merge to main body
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any new windows are fulfill the thresholds. In our algorithm, this method of
splitting repeated two times decreases down scanning window size to 32 and 16
with two passes of segmentation and merging to the segmented main body this
implement the half and quadratic splitting and merging method. Figures 3.5,6
show the splitting and merging results in each window size. The result from three

passes segmentation procedures are shown in Figure 3.7.

Figure 3.4 segmented road class and splitting with 32*32 around borders.

Figure 3.5 merging all splitting windows to the main road class body with 32*32

around borders satisfy criteria from second pass segmentation.
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Figure 3.6 merging all splitting windows to the main road class body with 16*16

around borders satisfy criteria from third pass segmentation.

Figure 3.7 result of segmented road class by three passes segmentation applied splitting
and merging procedures.
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3.4 Morphological Image Processing

The word morphology commonly denotes a branch of biology that deals with the
form and structure of animals and plants. We use the same word here in the
context of mathematical morphology as a tool for extracting image components that
are useful in the representation and description of region shape, such as road
boundaries, skeletons, etc. When dealing with binary images, the principal
application of morphological image processing is extracting image components
that are useful in the representation and description of shape. These algorithms are

used to extract such objects as:

* Boundary Extraction.
* Region Filling.

» Extraction of Connected Components.

The morphological image processing works with concepts of set theory and the
most uses functions in this algorithm are ‘Erosion” and ‘Dilations’. The
fundamental operations in morphological image processing and all other
morphological operations based on these two primitive operations[1].

The Dilation:

Dilation is the set of displacements, z, such that reflexion of structuring element,

B, and the set A overlap by at least one element

ADB={Z[B).nAz 0} (3.3)

ADB={Z8).nAl0 A (3.4
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The Erosion:

Foraset A and B in Z?, The erosion A by B, denote&bB is defined as

AeB={7(B), 0 A} (3.5)

In the Figure 3.8 shows an example for the erosion and dilation processes, As we

can see , dilation expands an image and erosion shrinks it.

Figure 3.8 left one is the intermediate result for road image, middle erosion image, and

right one dilated of the eroded image with structuring element 17.

The next morphological functions are used in this algorithm so called opening and
closing, defined as:

opening;: (3.6)

A-B =(A©GB)0O B
Closing: Ae B = (A ] B)GB (37)

3.5 Representation and Description
After an image has been segmented into regions by one of the segmentation
methods, the resulting aggregate of segmented pixels usually is represented and

described in a form suitable for further computer processing.
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Basically, representing a region involves two choices:
(1) Represent the region in terms of its external characteristics (its

boundary).
(2) Represent it in terms of its internal characteristics (the pixels

comprising the region).
Choosing a representation scheme, however, is only part of the task of making the
data useful to a computer. The next task is to describe the region based on the
chosen representation. For example, a region may be represented by its boundary,
and the boundary described by features such as its length, the orientation of the
straight line joining its extreme points, and the number of concavities in the
boundary.
An external representation is chosen when the primary focus is on shape
characteristics. An internal representation is selected when the primary focus is on
regional properties, such as color and texture. Sometimes it may be necessary to
use both types of representation. In either case, the features selected as descriptors
should be as insensitive as possible to variations in size, translation, and rotation.
For the most part, the descriptors discussed in this chapter satisfy one or more of
these properties. The segmentation techniques yield raw data in the form of
pixels along a boundary or pixels contained in a region. Although these data
sometimes are used directly to obtain descriptors (as in determining the texture of
a region), standard practice is to use schemes that compact the data into
representations that are considerably more useful in the computation of
descriptors. There are many representation approaches can be used to represents

the segmented objects [1] as:
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3.5.1 Regional Descriptors
It is one of the image description approaches uses both boundary and regional

descriptors like (area, topologic, and texture).

3.5.1.1 Texture

Texture descriptors one of an important approach to region description, and will
used in this algorithm is to quantify its texture contents of the input image in order
to extract the interesting road boarders from it. Although no formal definition of
texture exists, intuitively this descript or provides measures of properties such as
smoothness, coarseness, and regularity, These three principal approaches used in
image processing to describe the texture of a region are statistical, structural, and
spectral. Statistical approaches yield characterizations of textures as smooth,
coarse, grainy.
Structural techniques deal with the arrangement of image primitives, such as the
description of texture based on regularly spaced parallel lines. Spectral techniques
are based on properties of the Fourier spectrum and are used primarily to detect
global periodicity in an image by identifying high energy, narrow peaks in the
spectrum, next chapter I will discuss the usage of texture features in this algorithm

[1,29, 31].

3.6 Object Recognition

This task of image processing finds a given object in an image or video sequence.
Humans recognize a multitude of objects in images with little effort, despite the
fact that the image of the objects may vary somewhat in different viewpoints, in

many different sizes / scale or even when they are translated or rotated. Objects
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can even be recognized when they are partially obstructed from view. This task is
still challenges computer vision systems.

The approaches are divided into two principal areas: decision -theoretic and
structural. The first category deals with patterns described using quantitative
descriptors, such as length, area, and texture. The second category deals with

patterns best described by qualitative descriptors, such as the relational descriptors

[1].
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4. Texture analysis.

4.1 Introduction:

The texture has been a topic of great interest in the field of image processing in
the last decades. While traditional object recognition and segmentation
techniques often rely on areas of constant intensity for object separation and
description, texture analysis is an important feature of many image types, which
is the pattern of information or arrangement of the structure found in the picture.
The usage of texture features one key function in various image-processing
applications to capture certain visual property of the interested region such as
remote sensing and computer vision for autonomous guided vehicle
applications. In image analysis, texture is broadly classified into two main
categories, statistical and structural. Textures that are random in nature are well
suited for statistical characterization, for example, as realizations of random
fields. They do not have easily identifiable primitives (e.g., bark, sand, etc.).
Structural textures, on the other hand, are characterized by a set of primitives
(texels) and placement rules. The placement rules define the spatial relationships
between the texels and these spatial relationships may be expressed in terms of
adjacency, closest distance or periodicities. The texels themselves may be defined
by their gray level, shape or homogeneity of some local property. Many real-
world textures contain the structural characteristic. A large number of woven
fabrics and commercial furniture are good examples of purely structural or semi-
deterministic textures. Microscopic images of electron beam textures in steel
surface and human endothelium also have structural characteristics. Structural

texture classification is an important task in pattern recognition applications.
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Texture classification approaches can be also organized into two main categories:
statistical and structural approaches. Statistical approaches consider textures as
complicated pictorial

patterns on which sets of statistics can be defined to characterize these patterns.
In the structural methods, the texture is considered to be a cellular and an
ordered phenomenon. Hence, the purpose of the first stage of the analysis is to
define the texel. Since structural methods involve numerous images, pre-
processing procedures to extract texels so that they are time consuming, statistical
approaches are the more efficient approach for texture matching. Thus, most of
the former methods used statistical approaches regardless of the class of textures.

In the classification of structural textures, Examples can be seen in Fig. (4.1). [7]

(@)Textile 1. (b) Textile 2. (c) Textile 3.

Figure 4.1 Examples of structural textures.

Here in this dissertation, the texture features (statistical moments and spatial
structure) used to extract the road borders from the digital input image read by

camera mounted on autonomous vehicle.
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4.2 Texture:

Texture analysis is one of the main topics in the field of digital image processing.
Although, there is no formal definition for the texture, but can described as a
pattern with some kind of smoothness, coarseness and regularity. There are a
number of ways how to characterize a texture. Typical examples are statistical,
structural, and spectral. These
properties can be used as an approaches to classify the image contents. Fig.(4.2)

shows texture properties.

Fig.(4.2) From left to right shows white square smooth, coarse, and regular textures.

Two of main application domains related to texture-based image analysis are: 1-
supervised texture classification (determining the class (texture) to which an image
or image region belongs using a set of examples for each class as training set) and
2- unsupervised texture segmentation (partitioning of a given image into disjoint
regions of uniform texture). The approach used is in this work a mixture of these
two. While the main task consists in partitioning of an image into uniform regions,
the starting point in the segmentation algorithm has a nature of a simple training

process [1, 30, 31].
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4.3 Texture Features
Texture features extracted by three methods, main categories, namely: statistical,

structural, and spectral which are briefly explained in the following sections.

4.3.1 Statistical Method

Statistical method is first order histogram represents the texture indirectly
according to the non-deterministic properties that manage the distributions and
relationships between the gray levels of an image. This technique is one of the first
methods in machine vision. By computing local features at each point in the image,
and deriving a set of statistics from the distributions of the local features, statistical
methods can be use to analyze the spatial distribution of gray values. Based on the
number of pixels defining the local feature, statistical methods can classified into
first-order (one pixel), second-order (two pixels) and higher-order (three or more
pixels) statistics. The difference between these classes is that the first-order
statistics estimate properties (e.g. average and variance) of individual pixel values
by waiving the spatial interaction between image pixels, but in the second-order
and higher-order, statistics estimate properties of two or more pixel values

occurring at specific locations relative to each other[1, 32,33 ].
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The statistical descriptors used to extract the image object as following:

Standard deviation of light intensities:

L-1

0:\/,LI—2(E)=\/Z(Z -m)° plz)

i=0
Third moment:

Uniformity:

Average entropy:

L-1

e=-Y p(z)log,p(z) pO[0]]

=0

Where M the mean value: m= Lz_llz p(z )
i=0

(4.1)

(4.2)

(4.3)

(4.4)
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Here, example for statistical descriptors calculations for different input images size

64*64 pixels as shown in Fig (3.4).

Ground Sky

Road

Fig (4.3) input images size 64*64.

In the table 4.1 shows the statistical descriptors calculations for three different
images has different texture types. It obvious, the sky and road have less
deviations than the ground means more regular and smoothness than ground. In
third moment descriptor the sky is smoothness than road and ground(less
sleekness from the mean), uniformity measure the how the gray level pixels are
homogenous to each other, so sky is more homogenous than road and ground.
Finally, the average entropy measure coarsens of each class, the ground has more

coarsens than road and sky.

Table 4.1 calculations of four statistical descriptors for three classes.

[9) 314 mom Uniformity Entropy
Road 8.775 2759111 0.0334 51392
Ground 29.4029 5174.128 0.0098 6.8278
Sky 9.4695 73.9777 0.0289 5.2059
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4.3.2 Structural method:

“"

Structural method is second order histogram derived from so called “co-
occurrence matrix” representing spatial relationships between pixels of different
light intensities. The general idea of a co-occurrence matrix is to represent an
image's texture characteristics by counting pixel intensity pairs, using a matrix that
keeps track of all the pixel-pair counts. The normalized co-occurrence matrix is

denoted by ¢; (d,8) where d is the displacement vector, 0 is the angle, and i

and j represent the gray-levels in the vertical direction (along the rows) and
horizontal direction (along the columns), respectively. In order to capture texture
patterns to be evaluated in a further step, we calculate any different displacements
for eight directions (0°, 45°, 90°, 135 ) as shown in figure (4.4.a).

As a further illustration, I consider the small image shown in figure (4.4.b). To
produce co-occurrence matrix for a given value of d, we merely need to calculate
the number of cases for which pixels a distance 4 apart have intensity values i and
j. Here, we content ourselves with two cases d = (1,0) and d =(1, n/2). [1,33]. we
thus obtain the matrices shown in figures 4.4.c and 4.4.d. this simple example
demonstrate, that the amount of data in the matrices is liable to be many times

more than in the original image.

Pr I S - ofojo]t
1111
2223
33| 4|5

Fig (4.4a) displacement Fig (4.4.b) input image

in eight directions.
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Fig (4.4.c) shows the co-occurrence Fig(4.4.d) shows the co-occurrence
matrix for d = (1,0) matrix for d =(1, 71/ 2)

Another example illustrates the function of the co-occurrence matrix to extract
some information about the texture in the input image. As shown in Fig (4.5.a) this
is the input image of sky which has more homogenous texture and more
brightness , so the co-occurrence matrix of this image as shown in fig(4.5.b) its
diagonal values and more brightness image(this image has more smoothness
texture). In fig (4.6.a), it is the sub image from concrete road image not
homogenous enough like the first one and darker than the first, the occurrence
matrix image shown in figure 4.6.b. The co-occurrence matrix output is explains
these differences compared to the first image. Its brightness in middle, not so
homogenous but regular because its symmetrical about the diagonal of the result
matrix, but the fig(4.7.a) contrast of the previous examples, thus its more
coarseness and less homogenous represented the ground image texture, like(grass

and forest). The co-occurrence matrix output as shown in figure 4.7.b is
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representing those texture features (not homogenous, not smooth and darker

image)[1].

The structural descriptors defined as:

Contrast:

AN
C:_ZZ, |ij G / qui
i
Inverse moment of first order:
IM=>>"c /(i) i#j , k=1
i

Uniformity:

U :sz:czij

Entropy:

E=-> > clog,c
T

(4.5)

(4.6)

4.7)

4.8)
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Fig (4.5.a) Sky image Fig (4.5.b) Co-occurrence matrix shown as image

Fig (4.6.a) Road image. Fig (4.6.b) Co-occurrence matrix shown as image.

Fig (4.7.a) Ground image. Fig (4.7.b) Co-occurrence matrix shown as image.
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Although none of these descriptors can be universally applicable for specified
task and none of the image regions can be considered as completely homogenous
relative to anyone of them, this approach tends to find which one among them (in
both categories) can be adopted as the best representative in the particular case.
Simultaneous consideration of both statistical and structural properties have been
used as a measure of redundancy, trying to take into account not just global
statistical measures of coarseness, but some structural regularities of the road

region distinguishing it from other parts of image[1].

4.3.3 Spectral method:

4.3.3.1 Collapsed Frequency Domains:

A third way to analyze texture is in the frequency domain to test the input textures
are periodic patterns. The entire frequency domain is, however, as much
information as the image itself. We can condense the information by collapsing a
particular frequency across all orientations (by integrating around circles of fixed
distance from the frequency origin) or by collapsing all frequencies in a particular
orientation (by integrating along each of a unique orientation though the origin). If
we express the frequency-domain coordinates in polar coordinates as in equations

49,10, these are:

S(r) = ;S(r, &) (4.9)

and
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N/2

S(6) = ;S(r, ) (4.10)

S(r) tells us the distribution of high and low frequencies across all angles. S(0) tells
us the distribution of frequency content in specific directions, As shown in Fig.
(4.8). these two one-dimensional descriptors can be useful for discriminating

textures [1].

4.3.3.2 Local Frequency Content:

As we discussed earlier, the frequency domain contains information from all
parts of the image. This makes the previous method useful for global texture
analysis, but not local. If a region has already been segmented, you could pad the
region with its average intensity to create a rectangular image. This does not,
however, provide a useful way of using texture to do the segmentation. We can
define local frequency content by using some form of co-joint spatial-frequency
representation. As we discussed, though, this only partially localizes the position
or frequency of the information—you can’t do both perfectly.

A simple way to do this would be to examine the N XN neighborhood around a
point and to compute the Fourier Transform of that N x N sub image. The
frequency content of the window changes as you move from one textured region to
another. Differences in the frequency content of each window could then be use as
a means of segmentation. Of course, one still needs to distill descriptors from the
frequency content of each window. One such descriptor (Coggons, 1985) is to

compute the total energy (squared frequency content) of the window. If you
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exclude the zero frequency term, this is invariant to the average intensity. If you
normalize by the zero-frequency term, it is invariant to intensity gain as well.

There are, of course, other descriptors you could use as well.

Road periodic texture Spectrum

6

6 x 10 ‘ ‘ ‘ ‘ . x 10°
5 6
4 5
st : s(6)

0

0 50 100 150 200

Figure (4.8) shows different types of periodic texture and its spectrum.
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4.4 Texture Analysis:

Texture analysis is one of the fundamental aspects of human vision by which we
discriminate between surfaces and objects. In a similar manner, computer vision
can take advantage of the cues provided by surface texture to distinguish and
recognize objects. In computer vision, texture analysis may be used alone or in
combination with other sensed features (e.g. color, shape, or motion) to perform
the task of recognition. Either way, it is a feature of paramount importance and
boasts a tremendous body of work in terms of both research and applications.
Currently, the main approaches to texture analysis must be sought out through a
variety of research papers. This collection of chapters brings together in one handy
volume the major topics of importance, and categorizes the various techniques into
comprehensible concepts. The methods covered will not only be relevant to those
working in computer vision, but will also be of benefit to the computer graphics,

psychophysics, and pattern recognition communities, academic or industrial.

Texture analysis is an essential issue in computer vision and image processing,
such as in remote sensing, content based image retrieval, and so on [31, 33].

Texture analysis has two steps:

4.4.1 Texture extraction:

For extracting texture feature information, there are two primary methodologies.
The first class of methods applies a linear transform, filter, or filter bank globally to
the image. The local energy of the filter responses represents the local texture
feature values. Generally, these methods have high computational complexity. The

second class of methods divides the whole image into many small non-
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overlapping pixel blocks (k*k), and then applies some extractions features selected,
to each block to get the local information. These methods extract texture features
for a block of pixels. Both methodologies have the problem of generating texture
information for each individual pixel. To extract texture features for each pixel, we
apply a window of some pre-determined size, k*k, to each pixel, as illustrated in
Fig (4.9). The center of the window slides over every pixel and perform any
textural extractions methods as statistical or structural at each location to
determine each pixel’s texture feature.

In the first step of texture analysis, some basic information on the image that is
useful for other steps is calculated. This information defines the homogeneity or

similarity between different regions of an image.[34]

shdmng Window
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Fig (4.9): Texture Feature Extraction for pixel p(i, j) (window size is 4*4)
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4.4.2 Texture classification:

Texture classification assigns a given texture to some texture classes. There are
two main classification methods supervised and wunsupervised classification.
Supervised classification provided examples of each texture class as a training set.
A supervised classifier is trained using the set to learn a characterization for each
texture class. Unsupervised classification does not require prior knowledge, which
is able to automatically discovers different classes from input textures. Another
class is semi-supervised with only partial prior knowledge being available such class

are used in our algorithm.

The majority of classification methods involve a two-stage process. The first stage
is feature extraction, which yields a characterization of each texture class in terms
of feature measures. It is important to identify and select distinguishing features
that are invariant to irrelevant transformation of the image, such as translation,
rotation, and scaling. Ideally, the quantitative measures of selected features should
be very close for similar textures. In this algorithm the operator must be click three
representative selected classes positions to define to the system in prior three kinds
of texture types. Then, after some calculation select best texture extractor among
texture features to decrease number of computational cost and time. However, it is
a difficult problem to design a universally applicable feature extractor, and most
present ones are problem dependent and require more or less domain knowledge.
The second stage is classification, in which classifiers trained to determine the
classification for each input texture based on obtained measures of selected
features. In this case, a classifier is a function, which takes the selected features as

inputs and texture classes as outputs[22,34,35]. The threshold values must be
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calculated and defined, the simplest idea is to specify them in the middle of
distance between prototype values of descriptors (either directly from inspect
windows, or based on calculated mean values of 1024 acquisition values).
However, it was realized in practice that due to non-homogeneous nature of all
three regions, the information about standard deviation of particular descriptor
should be used also. As a result of this, threshold values are set on the points
where the probability of the membership to both neighboring classes is equal (at
the intersections of particular probability density functions). Assuming that the
partial probability density functions are of Gaussian type (PDF), the overall PDF

can be represented as equation 4.11:

2

Lznf _
e 4 2o 411
V2, Vo, (.11)

~U

ig=

To determine the optimal threshold according to the statistical decision theory,
even so , threshold selection can still be complicated mathematically since may
involve nonlinear equations. The method used to estimate thresholds to produce
minimum average segmentation error. If we consider an image contains only two
principal gray-level regions. Let z denote gray- level values. we can view these
values as random quantities, and their histograms may be considered an estimate
of their probability density function(PDF), p(z).This overall density function is the
sum or mixture of two densities, one for the light and the other for the dark regions
in the image. Furthermore, the mixture parameters are proportional to the relative

areas of the dark and light regions. If we know the values of the densities or even
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assumed, it is possible to determine an optimal threshold (in terms of minimum
error) for segmenting the image into the two distinct regions. Figure 4.10 shows

two probability density functions[1,5].

p(z)
Plpl(z)
Pypa(z)
0 J/\ I z
R ¥ R, T

Figure (4.10) Gray-level probability density functions of two regions in an image.

it f(xy)<T
g(X’Y)_{o it fooy) >T

The two thresholds are needed where one of the classes is decreased slowly and
the second decreased rapidly as z decreased to zero, in this case RLO[T1+1T2]

and R20[0, TU[T2+1,L-1).

and the thresholded image g(x, y) for input image f(x, y) are defined as:

1 if Tl< f(xy)<T2

g(X’Y)z{o it f(xy)<TLorf(xy)>T2

Figure 4.11 illustrates this case.
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p(=)

Pipi(z)  Papa(z)

0 _--'d \ Z

Ry TR, Ry L—-1

Figure (4.11) Two class problems required two thresholds T1,T2

Assume that the larger of the two probability density functions corresponds to the
background levels while the smaller One describes the gray levels of the objects in
the image. The mixture probability density function describing the overall gray-

level variation in the image as:

P(2=Rp(2)+kp.(2 (412)

Where, P1, P2 are the probabilities of occurrence of the two classes of pixels, and

the sum of these two probabilities are equal one.

P, +P, =1
To find the optimal values for thresholds will solve the equation for T, by
assumption P1= P2, then the optimal threshold is where the intersection of the
curves p;(2) and p,(2). If we consider the approximation of both PDF are as
Gaussian density functions, which is completely characterized by two parameters :

the mean and variance. In this case the overall mixture PDF as in equation (4.11).
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Where p, and o0, are the mean and variance of the Gaussian density of one class

pixels (objects) and 4, and 0,are the mean and variance of the Gaussian density

of the other class.

After differentiation the solutions of T is:

AT2+BT +C =0 (4.13)
A=0? -0} (4.14)
B= 2(:“10-22 _fuzalz) (4.15)
C=0}4; — oyt +20{0; In(0,R/ o,F) (4.16)

Since a quadratic equation has two possible solutions, two threshold values(T1, T2)
may be required to obtain the optimal solution. Depending on the decision regions

R1 and R2 can be determine as following cases [1,5]:

Case 1: If square root are not real values, so C is very large and P2 is very small as

illustrated in figure 4.12.
Case 2:T10[0,L -1], and T20[0,L-1] = R1=[0,T1], and R2=[T1+1L-1].
Case 3:T10[0,L-1], and T20[0,L-1] = R1=[0,T2], and R2=[T2+1L-1].

Case 4:710[0,L -1], and T20][0, L -1]
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Bothe T1 and T2 are useful solutions

= R1=[T1+1,T2], and R2=[0,TU[T2+1! -1 T1<nL.
= Ri=[0,T1-1|U[T2+1,L~1], and R2=[T1+1,T2], T1> .

As illustrated in the figure (4.10).
Case5: T1=T20[0,L-1], 0, =0, =0 and A=0.

=g, = T =

2
ﬂ1+#2+ g In(PZJ_ 2:#14-#2 (417)
i, B

p(z)

Pipi(z)

Figure (4.12) Two class problems there are no real soluttions for t1,t2
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4.5 Related work:

Fundamentals of image segmentation, texture based descriptors, and basic
pattern recognition relevant for the image processing applications has given
in textbooks
[31,36]. Wide varieties of texture analysis and texture methods extractions and
classifications have been proposed . This proposal attempt to find new feature
selection algorithm by use a set of multiple texture methods from different
families, automatically determines a reduced subset of methods whose integration
yields better classification results  with in quality, quantity and lower
computational cost[21].

This paper introduces a new method by integrating a multiple texture features
extraction from different families. Each method evaluated over multiple window
size and identify the texture pattern to which every image pixel belongs. However,
the particular window size to allow optimal discrimination of arbitrary texture
[22].

This method aims to use texture features to use as texture classified for unknown
input application will be processed. Here proposed some methodology
automatically determines a reduced subset of features whose integration produces
good classification results independently of the texture classification problem to be
solved [23].

Here offer anew technique for supervised pixel based classification determine a
subset of prototypes in order to characterize each texture class based on the
outcome of a multi-channel Gapor filter bank. Then a simple minimum distance
classifier used to classify every image pixel into one of the given texture classes.
Multi-size evolution windows following a top-down are used in order to improve

accuracy near frontier of regions of different texture [24].
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Introduce in this paper presentation of single and multi-channel co-occurrence
matrices for color texture and gray scale texture analysis and put intensity
independent color textures in perspective [30].

This approach introduces one method to describe texture by using the orientation
and the local variance to get better noise removal and closing of structures. To
decrease the computational complexity used some unsupervised methods like the
separability of features in order to reduce the redundancy [25].

This paper described the comparison of texture classifications algorithms like
Gaussian classifier, Gabor energy features and Fractal dimension; also introduce a

framework for comparing classifications of texture variations [35, 37].

57



Chapter 5 Road borders extraction algorithm

5. Road borders extraction algorithm.

5.1 Introduction:

The concept of this approach developed to use texture features classifications to
segment  a road borders from the contents of an image produced by forward
looking TV camera mounted on a moving vehicle. The extraction of a road
boundary is an important step in the context of autonomous vehicle guidance and
navigation systems, enabling further calculations of a distance from the border,
direction of a road, etc. The main idea of using texture features as segmentation
tool in this algorithm because; the texture of a road is different enough in
comparison to the textures characterizing the surrounding environment, allowing
the separation of the overall image into few distinguishable regions. The
segmentation algorithm will use the texture descriptors defined in the previous
chapter as a method for extract the road borders as (statistical nature and spatial
structure). The algorithm will process each descriptor group alone and next will
use both descriptors in two-dimensional space. The algorithm is written by
MATLAB code and some typical images are used in order to verify the algorithm

as well as to show the real limits of its applications as shown in next chapter.
Invention of this algorithm presented here mainly consists in the following aspects:

1. The automatic choice of the best candidates for descriptors - the most

suitable ones for the actual scene;
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2. Easy way of introduction of basic training via acquisition of statistical
information related to descriptor values;

3. Fast threshold specification via reducing the multidimensional
classification task to one-dimensional one;

4. “Low-resolution” approach in splitting/merging type of image
segmentation.

5. Using some morphological image processing functions to remove
disconnected windows and filling some holes in side main body created by
nature or artificial obstacles. .

6. Refining extracted road borders by line fitting approximations.

5.2 Input Image

In this approach the input image is a static image, one frame only from the road
scene. Preprocessing of it means: changing to grayscale image and resizing to
standard algorithm size. Reading of dynamic frames means the reading of
dynamic image from real live video
camera. The read image could be color or monochromic image read directly from
TV camera which is mounted on autonomous vehicle. If the input image is read
from camera as color image, it needs some preprocessing work to change into
monochromic (multiple gray level) image. Finally, the input image is resized by

standard algorithm image size (512* 320).

5.3 Read samples

The objective of this algorithm to work in Real-Time-applications, In order to do
that, the algorithm will decrease number of classes to three. These three main
classes are nature classes (road, near ground, far background) in the input road

image. The operator have to click only at three representative positions on three
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classes, and the system will read three squares, each one from specific class. The
spite for this approach let's only  the operator (driver) to make this intervention
at starting of the algorithm, to choose the most representative positions for so
called seed-squares. The operator also will choose the proper square size max
64*64 and min 32*32 depends on the first image classes regions. For example if he
cant fit the square size 64x 64 pixels inside one of the three classes(road, ground,
and sky), so he can changes square size into 32x32, by the way this done only one
time (at beginning of the algorithm start phase), and some kind of training will be
done later to acquire 1024 values from each seed square. According to previous
steps the algorithm will work as semi automatic algorithm means between two
texture categories (supervised and unsupervised texture segmentation). After the
driver choose the three seed-squares by specific size, the algorithm starts the
segmentation of road borders. The segmentation of the input image uses large
window size, splitting only at segmented road body thus, to decrease computation
time in order to be applicable in real-time applications in future. Figure 5.1 shows

how to select the input seed squares by size 64x64.

Figure 5.1 Input image with input seed-squares.
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As mentioned before, this algorithm will use texture features as classification tool.
These texture features are statistical (standard deviation, third moment,
uniformity, average entropy) and co-occurrence matrix descriptors (contrast,
inverse moment, uniformity, average entropy).

All eight descriptors mentioned above are calculated for the populations of these
pixels inside these inspect windows. It is reasonable assumption that the texture of
the near background is generally less homogeneous (coarser) than the one
representing the road, while the texture of the far background (especially because
of the sky) is more homogeneous (smoother) than the road class and this not
important to road segmentation because always, the road in the lower half of the
input image.

Gray level histograms, and co-occurrence matrices(represented as images) for all

three inspect windows size 64*64 are shown on figures 5.2,3 4.

Figure 5.3 Ground seed square, gray level histogram, and co-occurrence matrix.
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Figure 5.4 Sky seed square, gray level histogram, and co-occurrence matrix.

There are big differences between three classes of histograms shown in above
figures as well as in the case of co-occurrence matrices. Thus, the statistical
moment’s descriptor like (third moment) generally measures the skewness to the
left or right and determining the degree of symmetry of histograms around its
mean value, and this information’s gives a rough idea of weather the gray levels
are biased toward dark or light side of the main. In this approach, based texture
descriptors the variation (standard deviations) are very large between three seed
squares calculations.

Evidently, for the road class (regular) texture, it's histogram has less gray level
intensity than sky class and it is more symmetrical around the mean value, having
the lower deviation from the main values compared to the ground class. For the
ground class (coarse) texture, it’s histogram has more variability of gray levels,
higher value of standard deviation and it is non symmetrical around the main
value. But the third class (sky) is smoother than the others and has symmetric
histogram and lower deviation from the mean value. From the co-occurrence
matrix point of view, this gives information about the positions of pixels with
equal or nearly equal intensity values. The sky class has smoother texture than the

road and ground, that is why it is concentrated at the diagonal of the matrix
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(symmetric) and toward more brightness. The road class has less homogenous
texture, itis darker than the sky, and also symmetrical around the diagonal. The
background is not homogenous at all (coarser) and it is darker than other two
classes.

Table 5.1 shows all statistical descriptors calculated for three seed squares and
from this calculations one may notice that there is a contrast between descriptors.
For example, third moment calculated for the road class has four times greater
value than for sky an eighteen times lower than for background. Compared from
standard deviations point of view, the sky and road are separated enough from

background but they are very close to each other.

Table 5.1 Calculations of statistical moments” for three seed squares.

St. deviation | Third mom. | Uniformity | Entropy
Road 8.775 2759111 0.0334 5.1392
Ground 29.4029 5174.128 0.0098 6.8278
Sky 9.4695 73.9777 0.0289 5.2059

Table 5.2 shows parameters calculated based on co-occurrence matrix for three
seed squares and obviously, most of descriptors have closer values between classes
except contrast descriptor that is separated enough between classes. For instant,
road class has 2.5 time’s lower value than background and one hundred times
greater than sky. The contrast descriptor is opposite to the uniformity descriptor

and any texture that has lower smoothing have high contrast value, and vise versa.
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Table 5.2 co-occurrence matrix calculations for three seed squares.

Contrast Inverse Uniformity | Entropy
mom
Road 0.0016 0.1443 0.0014 9.8273
Ground 0.0042 0.0977 0.0004 11.3734
Sky 0.0000163 0.2427 0.0144 6.8078

5.4 Selection of descriptors

From the previous chapter we have seen that there are two texture feature
groups (statistical and spatial structure depends on so-called co-occurrence matrix)
where the first group depends on the statistical moments of gray level histogram
and the second gives spatial relationship between neighboring pixels. The
algorithm will use one descriptor from each group alone; because each group has
four descriptors as in, statistical group (standard deviation, third moment, and
uniformity, average entropy) and spatial structure group (contrast, inverse
moment, and uniformity, average entropy). This method will be used to select the
best descriptor (candidate) among descriptors from each group according to
relative ratios. This method divide the maximum value among three descriptor
calculations for three classes by the medium value and then divide the medium
value by the smallest value, then take the average ration between  result
divisions of maximum/medium and medium/minimum as in equation 5.1. The
best candidate descriptor for each group should have the highest average division
ratios value in comparison to other descriptors in the same group. The minimum
value (at least 1.5 times) must exist for any of two relative ratios. This value is

expected to be enough to use for texture classification in order to extract the

interesting object from the input image.
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Best candidate descriptor=average[(max/med)+(med/min)] >1.5 6.1)
Calculations for how to select the best candidate from each group (statistical and
co-occurrence matrix) illustrated in tables 5.3,4 as an examples from seed squares
selected in the input image in figure 5.1.

The algorithm will calculate these relative ratios and will select the highest
average result from each group as best candidate. From both tables the highest

average relative ratios are third moment from table 5.3, and contrast from table 5.4.

Table 5.3 Statistical features calculations and their relative ratio

road 8775 2759111 0.0334 5.1392
ground 294029 5174.128 0.0098 6.8278
sky 94695 739777  0.0289  5.2059
max/med  3.105 18.7529  1.1562 1.3116
med/min  1.0791 3.7297 29569 1.013

average 2.0921 11.2413  2.0565 1.1623

Table 5.4 Spatial structure features calculations and their relative ratio.

C IM U e
road 0.0016  0.1443 0.0014 9.8273
ground 0.0042  0.0977 0.0004 11.3734
sky 0.0163  0.2427 0.0144 6.8078
max/med 2.6905 1.6813 9.9848 1.1573
med/min 95.8896 14779 3.3314 1.4435

average 49.29 1.5796 6.6581 1.3004
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5.5 Acquisition of relevant data

In spite of the fact that the inspect windows are located onto the representative
positions, the only one value of descriptor per class cannot be good representation
of the whole class which may carried no information’s about the whole class,
especially no body guarantee for next neighbor square texture type for this class
and by the way this is still the biggest challenger for computer vision applications.
The second spite, threshold calculations which done by intersecting of a Gaussian
approximations curves for seed squares 6464 has lower populations , and this is
hasn’t  statistical main, because from statistical point of view it’s function of
population number. In order to acquire some statistically relevant information,
and avoid complete training procedure to store all possible texture types, the next
step consists in calculation of the values of selected three descriptors over the set of
windows around the initial one. The initial square is shifted in all four main
directions for 16 pixels, pixel by pixel, producing the populations of 1024 values of
selected best descriptor per each class. This step has a nature of simple training
procedure - the set of 1024 values carries the information how the particular
descriptor is distributed over all three areas. The histograms of statistical
descriptor candidate calculations by 1024 values are shown in figures 5.5,6,7.
Thus, the acquisition phase could be time consuming, the mechanization of
appropriate calculations of statistical moments and co-occurrence matrices given in
section 5.4 are made as iterative ones. In case of co-occurrence matrix acquisition,
shift the square 16 pixels in four main direction and any new translated position of

window, the result is obtained for previous one just corrected by the amounts
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related to disappearing and newly added rows/columns, and at same time
subtracting number of translation from other side from rows/columns depends on
the translation up/down or write/ left. Figures 5.8,9,10 show the shifting of seed
square by 16 in each direction to read 1024 values by contrast calculations with
square sizes 64*64, 32*32, 16*16, and their histograms for three classes with each
square size. All histograms for both descriptors show how it distributed over all

classes and shows the kind of distributions symmetrical or bimodal.
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Figure 5.5 Statistical third moment reading 1024 values by three windows size 64*64
and their histograms.
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Acguiting 1024 values for three

classes with window size 32%32. Histogram for road class vector,

Histogram for ground class vectaor. Histogram for skv class vector.

Figure 5.6 Statistical third moment reading 1024 values by three windows size 32*32
and their histograms.
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Figure 5.7 Statistical third moment reading 1024 values by three windows size 1616
and their histograms.
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Acquiting 1024 values for three
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Figure 5.8 Co-occurrence descriptor (contrast) reading 1024 values by three
windows size 64*64 and their histograms.
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Figure 5.9 Co-occurrence descriptor (contrast) reading 1024 values by three
windows size 32*32 and their histograms.
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Figure 5.10 Co-occurrence descriptor (contrast) reading 1024 values by three
windows size 16*16 and their histograms.

Actual distributions of descriptor values inside the areas encompassed by these
1024 windows can be different. Sometimes it is not symmetrical around the mean
value, or it could be even bimodal if the whole area around inspect window
encompasses two textures “different enough”. The last case is the most frequent
for near background class, although it can be obtained for the sky (clear/cloudy)
and for non-uniform road texture also. After the mean values and standard
deviations are calculated for both descriptors and all three classes, the assumption
that the values of descriptors are normally distributed is adopted then. A number
of experiments have verified that this approximation used in order to specify the
threshold value (or separation line between classes) was acceptable even if the

actual distributions have not been Gaussian ones like as shown from previous
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figures; some of histograms are not symmetrical at all. ~Segmentation based on
the identification of particular probability density functions would be more
adequate way, but both the identification phase itself as well as the more complex
way of calculation of separating points/lines would result in a meaningful
consumption of computing time. The following tables 5.5,6 illustrate results of
(mean values and standard deviations) obtained for statistical descriptor (third
moment) calculations with 1024 values and spatial structure (co-occurrence matrix)
descriptors (contrast) calculations with 1024 values, for three different window

sizes (64%64, 32*32, and 16*16) to the seed-squares shown in figure 5.1.

Table 5.5 Statistical parameters of distribution of third moment values (mean, 0 )
for different window sizes.

Myea O gaxea Mm,q Ox3 Mews O16x6

road | 250.0199 82.7304 191.5258 | 120.9077 91.4344 72.3055

gnd | 4149.8901 | 1948.0874 | 5048.0863 | 1810.8277 | 5173.0226 | 4138.7577

sky 95.2672 57.0091 6.9028 5.6123 1.6761 1.1831

Table 5.6 Co-occurrence matrix parameters of distribution of contrast (mean, 0')
values for different window sizes.

%6 4 Oesaxea rqmz O30 nlme 0 16 x16
road 0.0016 0.0016 0.0015 0.0016 0.0016 72.3055
gnd 0.0038 0.004 0.0039 0.004 0.004 0.0001
sky 0.0000198 | 0.0000314 | 0.0000142 | 0.000000692 | 0.0000155 | 0.000000216
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5.6 Thresholds setting

The setting of thresholds is the proper numeric values can put to separate the
image classes between each other with low distortion. In image segmentation
based on texture features very difficult to find exact threshold because each image
region has different gray level values even inside same class as in the road called
non-uniform road textures, especially when there are some natural or artificial
obstacles on or beside the road, light reflections, shadows, etc.

When to define the separating line between classes, the simplest idea is to specify
them in the middle of distance between prototype values of descriptors (either
directly from inspect windows, or based on calculated mean values) for example
in one dimensional descriptor space, if there are three defined classes in the road

image, the extracted class for our case is a middle values of t1 and t2 as:

tl=m1+ (m2-m1)/2, t2=m2+ (m3-m2)/2 (5.2)
d1=m2-ctl; d2=m3-ct2; (5.3)

Where m1, m2, m3 are the mean values for each class in tables 5.5,6, or could be the
proto-type values of windows for each class from tables 5.1,2, t1, t2 are threshold

values to separate the three distributions, and ct1, ct2 midpoint thresholds.

The threshold values are set on the points where the probability of the
membership to both neighboring classes is equal (at the intersections of particular
probability density functions). Assuming that the partial probability density

functions are of Gaussian type, the overall probability density function can be
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represented as their mixture as shown in equation(4.4). To find the threshold

values by solving binomial equation (4.5).

The boarder value, which is lies in between of two mean values, is chosen between
two solutions of equation (4.5). The formal application of this approach is
sometimes not guaranteeing acceptable results. Therefore, we introduced the

following exceptions:

* if both standard deviations are much less than the half-distance between two
mean values - the threshold is adopted in the middle between two mean values
as in equation 5.2.;

* if just one among standard deviations is much less than the half-distance while
the other one is comparable with, the threshold value is shifted toward the class
characterized by small value of standard deviation (in the amount of one quarter
of distance between mean values, relative to mid-point);

« if at least one standard deviation is higher than the distance between mean
values - it is an implicit sign that the distribution(s) are not Gaussians and the
threshold is adopted at the middle point again; (Otherwise, for example, the
solutions of eq.(4.5) could be completely outside the range defined between two
mean values).

* Only if both standard deviations are comparable to the half-distance between
mean values, the solution of eq. (4.5) is used as a threshold value. The calculation
of the threshold value is a function of its distribution of Gaussian
approximation for that class value only if they are really normal ones. Figures
5.8,9show distributions of both best candidate descriptors (third mom. and
contrast) overall 1024 value, and all Gaussian are symmetrical around the mean

values m1, m2, m3. These figures also shows the standard deviation from the
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mean values and its clear that the sky and road classes are less than background
deviation which it has large sigma. All mean values are sorted in ascending order
m1 represent sky mean, m2 represent road mean, and m3 represent background
mean and also for standard deviations(o,,0,,0,) with same miner, figures 5.
11,12,13 and figures 5.14,15,16 shows mean and standard deviations for three
classes with both best candidates by three different square sizes(64,32,16)

respectively. The thresholds are shown on these figures t1,t2 are middle points

between distributions with out any intervention.
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Figure 5.11 Normal distribution functions of three classes with third mom. at square size 64*64.
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Figure 5.16 Normal distribution functions of three classes with contrast at square size 16*16.

If the classes are very well separated, the Euclidean distance is more applicable
also. The flowchart shown on Figure 5.17 is an illustration of the above mentioned
specification of the threshold value (T) discriminating two classes represented via
their mean values (M1, M2) an (M2, M3) on the distance d1 and d2 respectively.
This done for all three square sizes 64,32,16, and the threshold values T1, T2 are
calculated with third mom. and contrast descriptors as in tables 5.8,9. For both
thresholds according to previous steps are made some adaptations or considered
as mid values between the main values. The algorithm has capability to works
for either statistical texture descriptors or spatial structure (co-occurrence) group as
one dimension as shown in above figures 5.11-16 or two-dimension descriptors

space used both best descriptors from both groups.
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Figure 5.17 Flowchart for specification of the threshold.

The algorithm works under the driver control for selecting three representative
proto-type values with square size 640r32, selecting the best candidate descriptor,
and calculating the mean values via 1024 acquisition around the proto-type

positions with three different square sizes(64, 32, and 16).

Table 5.8 Third mom threshold values for different square sizes

Window
T1 T2

size
64%64 172.64 | 2199.95
32*32 99.21 | 2619.80

16*16 535 | 726.63
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Table 5.9 Contrast threshold values for different square sizes

Window
T1 T2

size
64%64 0.00092 | 0.0033
32*32 0.00080 | 0.0029

16*16 0.0008 | 0.0029

The system can start segmentation process to the input image by a specific
window size (64 or 32) to separates interesting classes. In previous sections, I used
the best statistical descriptors as well as best special descriptors, but there is no
unique descriptor among them to be extracting all class interest from the input
image. Attempting to find solution, use both best descriptors from both classes,
but also no body can guarantee for using more than one descriptor to get better
result compared to one-dimension descriptor result. When the classification used
both descriptors, it is called tow-dimensional-descriptors space. The idea of using two-
dimensional descriptor space, separating curves can be defined as the straight lines
(based on Euclidean distance from the prototype points-defined as the appropriate
pair of mean values) as shown in figure 5.18 used best descriptors among two
groups were used (third-moment and contrast). The idea here calculate the
Euclidean distance between the each new calculation and proto-type values, take
the minimum distance and considered belongs to the nearest class. Equation 5.3

shows how to calculate this minimum distance.

min[ sgrt ((mean , _ —new _value )? +(mean . —new _value . )?%),
sort ((mean ;. —new _value ., ) + (mean ., —new _value . )?),

sart (mean g — new _value o )? +(mean g .. —new _value . )?)] (5.3)
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Figure 5.18 The classification used min Euclidean distance.

The second, using projections of the curves obtained at the intersections of two
dimensional probability density functions (the typical 3D representation of
distributions of values of two descriptors for three classes is represented on figure
519). In order to overcome numerical problems arising from the fact that
ranges of candidate descriptors could be extremely different, the normalization
procedure has been performed in the way that all absolute values of one type of
descriptor (including mean values and standard deviations) are divided by the
maximal mean value of particular descriptor (among three classes). The descriptor
plane is now approximately reduced to unity square this way (still allowing some
values outside 0-1 range). Two-dimensional distributions around normalized mean
values have generally elliptic profiles. The same reasoning in threshold
specification described above in one-dimensional case is now applied along the
line connecting two particular normalized mean values (Road-Sky and Road-

Background). Equivalent standard deviations (0xg, O, 0gs,Ogg) are calculated for
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the particular direction based on standard deviations known for both descriptors
partially. The point defined this way determines the crossing of the discriminating
straight line perpendicular to the line connecting mean values as shown in figure

5.20.

0.6

0.4

Figure 5.19 Typical 3D distributions of two normalized values of texture descriptors for

three specified classes.

DZnom

D’ norr

Figure 5.20 The example of discriminating lines extracting the road class in

two- dimensional case.
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5.7 Segmentation process

The algorithm starts segmentation from high left corner of the input image by
specified square size and scan row by row until the end. According to the
threshold values, the algorithm can discriminate the classes and store them in
separate images (same size of input image) with ‘0" and ‘1" values. The output
image for any class has approximate shape for this class in the input image, thus
scanning by large square size (64, 32), but has benefits for decreasing the
computation time. The following figure 5.21 shows the segmentation results used
one dimensional descriptor, the best statistical descriptor (third moment), and
figure 5.22 shows the segmentation results used one dimensional descriptor, the

best co-occurrence matrix descriptors( contrast).

From the output, images of deferent classes there are some images with
disconnected windows. The algorithm will remove disconnected windows like in
the segmented road in figures 5.21, 5.22 by applying some morphologic functions.
Also will fill some holes inside the segmented class caused by some obstacles
beside the road image or inside the road image for instance cars on the road or tree
shadows, clouded sky, and reflections, etc. These functions are written a cording
to assumption, the road class always in the input images at lower half of the image,
apposite the sky (far background) always at upper half image. The road image

segmentation result omits any disconnect window at the upper half of its output
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Figure 5.21 Segmentation results used one dimensional descriptor third mom for
(road, ground, and sky) respectively.
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Figure 5.22 Segmentation results used one dimensional descriptor contrast
for(road, ground, and sky) respectively.

image and will fill any connected windows available at the lower half of the
output image using the pixel populations inside each window size with mean
body. The following figure 5.23 shows the results functions for filling holes and
removing disconnected windows inside  extracted road class segmented by
different descriptors. All these functions are built in the algorithm by MATLAB

code.
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Figure 5.23 Filling the holes and removing disconnected windows from road
class images that are segmented by third mom. and contrast respectively.

5.8 Merging/Splitting procedure

The objective of this algorithm toward a real-time applications, the scanning of
the input image done by large window size (64x64). The output image for
interesting class as we saw in previous figure has poor resolution - just

rudimentary showing the areas belonging to road classes. The next step after
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segmentation so called Merging and spitting means segment with new window
size and check by the specified threshold if it's merge it with old segmented mass
othrer wise omitt it from the figure. The algorithm will do this step of segmetation
only arround the border of the segmented class by one or more windows size
upper and lower the class border. The procedure will resegment this spicfied area
only by decreasing window size down into 32x32 and 16x16 and using the new
threshod values for using one dimenssinal descriptor statistical or structural (t3,
t4), (t5, t6) for square sizes 32, 16 respectively, but at two-dimenssinal descriptors
space used minimuim Euclidean distance, but with new protype values(mean
values) for windows size 32*32 and 16*16 .

If I consider the first segmentation is first pass by square size 64x64, so the next
step called second pass segmentation(the result image from first pass ) by square
size 32x32, and the last step called third pass segmentation(segment only the
squares are not satisfied the thresholds in second pass. Third pass segmentation
start segment those squares with down square size 16x16, all values are fulfilled
the criteria will add to the main class body, and omit squares are not. Moreover,
further splitting of window would lead to refined border, but from the other
aspect, further reducing of the size of window would deteriorate the statistical
validity of data. Finally, the other extreme consisting in scanning with 64*64
window (statistically preferable) over the whole image, pixel-by-pixel, produces
typical “over-segmentation” results - the border is “too precisely” extracted (too
much dependent on local variations around the border) and there is a need for a lot
of morphological processing after.

From first pass segmentation result, as we saw some morphological filtration is
needed and producing segmented image with reduced spatial resolution. Here
also after each splitting steps (second and third) needs to eliminate all portions of

the image classified as road, in fact not connected to the real road body and some
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times belongs to the other classes, filling holes produced in side the mean body
by (either due to shadows/reflections or due to existence of other vehicles). The
following figure 5.24 shows intermediate result from second pass segmentation for

road image.

Figure 5.24 Intermediate result for road image segmented by third mom.

5.9 Morphological functions

This type of image enhancement done after each segmentation result as we have
seen from previous section, by removing non-connected windows or filling holes
by some criteria. Another morphologic image processing function done at the end
of splitting the segmentation result by square size 1616 (refining the road border)
by so called opening (erosion followed by dilation) function with structural
element 17*17. finally, can extract the road border by erosion the result image
with structural element 3*3 and subtracted from the original result as we can see

from following figures 5.25,26.
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Figure 5.25 Extraction of road borders used third mom.

Figure 5.26 Extraction of road borders used contrast.

5.10 Line fitting

This is the last step in the road border extraction to refine the staircase as shown
from previous figure to approximate as straight line.

From the purpose of estimation of the distance from the border and road
orientation (finding the vanishing point based on left and right borders), it is

appropriate to fit the line through the set(s).
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from extracted road borders by statistical third mom. descriptor in figure 5.25,
there are three types of points could fit a line through them as shown in figure 5.27,
the circle points is called leftmost points, stars points is called rightmost points,
and diamond points is called mid points(average of leftmost and rightmost).
Here I used leftmost points as for both figures in 5.25,26. According to the type of
morphological processing was used, the set of most informative points along the

stairs was consisting from:

* the “leftmost on the each stair on ascending part” and

* the “rightmost on the each stair on descending part”.

Figures 5.28, 29 illustrate the results for line fitting into third mom and contrast
results for figure 5.21,22 respectively, using leftmost points.

If one is interested in more sophisticated results (i.e. positioning of the vehicle on
the map, vehicle's speed control according to the actual road curvature, etc.) some
type of polynomial approximation through the complete set of points is needed

(most frequently, binomial).

Figure 5.27 All possible points of line fitting
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Figure 5.28 Line fitting to the staircase in figure 5.21

Figure 5.29 Line fitting to the staircase in figure 5.22

In the following an example using two dimensional descriptor space to extract the
road borders. These descriptors are calculated from above which the best
candidates among their descriptors statistical and spatial structure groups. The
input image for this example same as in figure 5.1 with same seed squares. The
calculations of best candidates among both descriptors group are third mom. and

contrast. In two dimensional descriptors space the thresholds will calculated same
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idea in one dimensional descriptor space, but with minimum Euclidian distance, or
by determines the crossing of the discriminating straight line perpendicular to the
line connecting mean values. In this example thresholds used the minimum
Euclidean distances to segment the road class from other image classes based
texture descriptors. The segmentation results for each class are shown below in

figure 5.30.

Figure 5.30 Segmentation results used two-dimensional descriptors for (road, ground, and
sky) respectively.
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The next step of the algorithm, process the segmented result by removing non
connected windows and filling holes in the main body. This step of process as one
of morphological image processing which are built in the algorithm code to fill
holes inside the main body of the segmented class or removing unconnected
windows created by obstacles like some reflection on the concrete, shadows, etc.

Figure 5.31 shows the filtering result for segmented road class.

Figure 5.31 filling holes and removing disconnected windows from road
class images segmented by two dimensional descriptor space.

Splitting procedure and merging are done only on the road class borders to refine
the crude image and produce stair case image. This new segmentations done by
using new sizes square windows 32*32 and 16*16. The thresholds also used a new
calculated threshold by new main values or seed squares window sizes. Figure
5.32 show the intermediate result after splitting and merging with window size
16*16.

The result from this procedure are staircase image because the algorithm will
remove all disconnected windows and filling holes in the main body by using

morphological image processing for all classifications methods one, or two
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dimensions descriptors has same number of functions(number of erosion and

dilation ), figure 5.33 shown extracted road image with staircase borders.

Figure 5.32 Intermediate result used window size 16*16.

Figure 5.33 Extracted road image with staircase borders.

Finally, the algorithm will refine this staircase borders by fitting straight line
approximations through most left points as shown in figure 5.34 to show more
acceptance extracted road borders results .

From figure 5.35 shows the final extracting road borders from input image using
best candidate’s texture descriptors from both groups in two-dimensional
descriptors space. The texture classifications used here minimum Euclidian

distance. It is obvious from the figure, these road borders extraction are
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superimposed on the real road borders which are more acceptable result
compared to the previous results used one dimensional descriptor either by

statistical or co-occurrence matrix feature, but doesn’t mean this valid for all road

Figure 5.34 Leftmost points used to fit line on staircase.

frames on the same class region, because some times vise versa. Moreover,
benefits of using two-dimensional descriptors is in more information, and better
results thus, each descriptor from texture point of view has own classification
description of texture features like statistical groups describe texture features by
gray levels histograms and its deviations from the mean on particular area, but
spatial structures descriptors describe texture by the positions of pixels has same
gray level values, which may describe the different texture region in same class

by same previous seed squares.
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Figure 5.35 Extraction of road borders used two-dimensional descriptors space.
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6. Algorithm verifications.

6.1 Introduction:

In this algorithm for detection of the road image borders based on texture
classification has a number of principal artificial and naturally problems to be
mentioned as algorithm robustness and limitation, in order to discuss what other
criteria and reasoning should be included as a kind of algorithm upgrade
depending on particular obstacle. In computer vision field used texture features in
segmentation considers a big challengers, because no one could detect in prior, the
next region or image frame of the processed scene which kind of texture belongs.
In the case of extracting road borders, some strategy scenario should be taken in
mind, like suddenly, discontinuities of the road borders as in (duplication of faster
car, opposite direction car, and some obstacles beside road. The algorithm should
follow in these cases  old extraction road borders results for some future frames.
Thus, this algorithm is real time oriented in future, so the limited number of
classes, restricted number of training is done only at begging of algorithm starting
by the operator. These prototype squares windows sized by 64*64, but in some
scene images the operator can’t fit this size into representative place of particular
class. The Figure 6.1 illustrates typical problems related to these facts: The area of
sky is not wide enough to provide placing of a set of 64*64 windows; There is a
slope of the road visible in the upper part of image, and the further part of road is
undistinguishable from the background, because the scanning by large window

size even by 32*32. The result given on Figure 6.2 is obtained after initial placing of
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32*32 windows and subsequent splitting down to 16*16 and 8*8 pixel size. The
main conclusions that could be derived from this example would be:

1)Obvious, from this figure the road class surrounded completely by the
background so, it is not relevant to have more than two classes - classification to
“road” - “non-road” regions can be acceptable;

2) It is true especially if the attention should be paid to lower part of the image
dominantly (there is no contact between the road and further background).

3) Such image has more than three dominant classes (concrete, grass, and

mounting, sky).

Figure 6.2 Extracted borders before slope point.
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In the next example in figure 6.3, where the road area includes visible lane
borders and more dominant surrounding between road and non-road classes.
Comparing to using this algorithm in such cases, it's more expensive and
combinations time consuming if some kind of gradient algorithm have been used.
The detection of a lane border would be easier in these cases. On the contrary, if
the region texture is used for description, the existence of visible lane borders
makes this task to be a little bit harder - declaring by texture that the white lane
borders are different from the road itself. The result shown on Figure 6.4. is
illustrating this type of road environment. One can conclude that the border lines

detected by this algorithm would tend to be a little bit inside the road region

relative to the actual ones.

p——

Figure 6.3 Extraction of the road borders only inside road lanes.
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Figure 6.4 Extraction, where the lane borders are visible and final borders fitting.

The existence of visible white lines separating the tracks in typical highway
environment can generally produce the problems because of the texture that is
different enough in comparison to the typical road texture. Thus, the algorithm is
sensitive to these cases and robust enough, and in some images, the elements of a
dashed line would produce “the holes on the road segmentation result” that can be
efficiently eliminated by morphological processing during or before starting
splitting procedures. As in the case of figure 6.5, in this case of image, the area of
doubled medial white line has been recognized by the algorithm as a non-road
class. Thus, this area has more white intensity levels, allowing the separation of
physical one road into “two roads”. This case can be considered as a particular
one, but it is obviously allowing some benefits, and the algorithm should be able to
recognize the possibility of more precise extraction of “road tracks” instead of the

“road” as the single image area as shown in figure 6.6.
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Figure 6.5 Highway scene where two road tracks have been extracted.

Figure 6.6 The Extracted borders are intensified in black.

Taking in count, the natural obstacles on the road, the algorithm should robust
enough to manipulate and overcomes most of those obstacles, such obstacles
sunlight reflections, raining, and shadowing. Speaking from general “texture point
of view”, it is obvious that the most serious problems could arise in the cases of
reflections/shadows existing over the road image - making its texture to be non-
unique for the whole road area. Like this problem, sunlight reflection as shown in
the test image on figure 6.7. is a typical example of such an environment. In spite

of the fact that this image was not produced by camera mounted on board a road
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vehicle, it was used here to illustrate the typical problems that could be

encountered.

Figure 6.7 Segmentation of road class with reflection.

Figure 6.8 Extracted borders are intensified in black.

Two main conclusions can be derived from this example.
1. Reflections/shadows would make that the road area can be estimated as
narrower than it is as shown in figure 6.8 - leading toward more conservative

conclusions/actions.
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2. The further parts of the road are not distinguishable because it’s texture are
more closer to sky class than road class descriptor texture - the algorithm can
produce reliable results in some local area where the road texture is
approximately uniform relative to chosen descriptors. This is a general
conclusion arising from the previous examples also.

Moreover, the reflections from wet concrete can produce their own typical
problems, while, the situation characterizing country roads with no concrete cover
of the road can produce the problems related to the poor distinguishing between
the road and local background and this is another challenging to this algorithm,
although our algorithm must applied only on will concrete roads. Typical example
of this type is shown on figure 6.9. Thus, some parts of road side banks can be
added to the road area, while actually, there are no big qualitative differences
between them.

Relevant points used for the line fitting are specified in Section 3.6 as the “leftmost

on the each stair on strictly ascending part” and the “rightmost on the each stair on

strictly descending part”. They are illustrated on figure 6.9 by superimposed white

circles. The road borders are extracted as shown in figure 6.10.

Figure 6.9 extracted country road borders as staircase scene .
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Figure 6.10 Extracted country road borders.

Finally, we shall discuss here the abilities of the algorithm to extract the road
region in a typical urban environment as it is shown on figure 6.11, which are
contains on deferent

kinds of objects beside the road, means that deferent kind of textures. Urban road
usually not as highway road, it have a number of particular problems (shadows
produced by trees, typical signs marking the road tracks, and buildings, so the
result poor separability of further part of a road,...) are present here. While both
one-dimensional approaches in classification can give acceptable results as figures
6.11 shows statistical descriptors classifications has limited classification because,
some shadows so the road not completely segmented, and figure 6.12 shows
special structure descriptors classifications which has improvement segmentation
than statistical but, still some road portions is segmented as not road and vise
versa, their combination used in two-dimensional classification is showing visible
improvement figure 6.13 comparing to one-dimensional results, figure 6.14 shows

the result of final border fitting of two-dimensional classifications.
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Figure 6.11 Result obtained using statistical descriptor only.

Figure 6.12 Result obtained by structural descriptor only.

Figure 6.13 Result obtained via 2D classification.
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Figure 6.14 Final results obtained after border fitting into 2D classification.

6.2 Combining color and texture

Although, increasing number of computations and calculations and with out any
guarantee to improve segmentation results, one solution introduced through this
dissertation to integrative blue color with two texture descriptors and this work
will be as three- dimensional descriptors. Beside texture, color is an issue not only
in human vision but in digital processing where its impact is still rising. In contrast
to intensity, coded as scalar gray values, color is a vectorial feature assigned to
each pixel in a color image.

The parallel concept for color texture analysis separates the processing of both
phenomena. Color is measured globally according to the histogram ignoring local
neighboring pixels. Texture is characterized by the relationship of the intensities of
neighboring pixels ignoring their color. The results of both analyses are combined
subsequently to a feature vector. The parallel approach is advantageous, because
the known methods of gray-scale texture analysis as well as pixel based color
analysis can be applied directly. Up to now, parallel algorithms are most

commonly used for image retrieval applications with color and texture as
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separated discriminative features. However, the view on texture as a pure intensity
based structure is very simplified and disregards, for instance, colored texture

primitives with constant intensity [29].

While this dissertation work focus only on extracting road borders with texture
descriptors, but the extra work may apply the blue color in combination with
texture descriptors. This would lead to three dimensional space, in order to
overcome and get some segmentation improvements in some natural and artificial
obstacles road images.

Figure 6.1 has image with slop and narrow road, and this is some algorithm
limitations. Because difficult to segment the narrow road portion by selected
minimum scanned window size 16*16, but with using third integrative blue color
there is possibility to segment this narrow road portion with slop much greater
than figure 6.1. The problems faced here how to fit straight line through extracted
staircase with slop and narrow road. Figure 6.15 show the improved segmented
road compared to figure 6.1. and figure 6.16 show fitting approximation line

through staircase points.
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Figure 6.15 Extractions of road borders obtained by three dimensional texture space.

Figure 6.16 Line fitting approximation to the previous result.

From figure 6.17 there are improvement to the extracted road borders compared to
figure 6.10, Although, sloped and narrowed country road is there but, the
algorithm extracted these portions by combinations with color. Line fitting is

straight line that does not follow the road slope as obvious from figure 6.17.

107



Chapter 6 Algorithm verifications

Figure 6.17 Three-dimensional country road borders extraction
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Conclusion

In this dissertation, the objectives have been oriented toward the algorithm of
road boundaries extraction in the field of automatic ground vehicle guidance and
driver safety assistance systems. The texture of the road region and other image
regions is analyzed as a source of information. Two types of descriptors derived
from the texture statistical and structural properties are calculated and the choice
of the best candidates from both categories is made in an automatic manner. The
threshold values discriminating the classes are obtained by an automatic
procedure of acquiring of statistical information regarding chosen descriptors.

The algorithm is generally oriented toward real-time applications. This is the main
reason why the number of texture classes is limited to three (road, near and far
background), the refining by window splitting is done just around the
rudimentary extracted border, the splitting is restricted down to the 16*16 window
size, and morphological processing steps are based on simple connectivity criteria.
Two-dimensional classification was chosen in order to balance statistical and
structural texture features, increase the improvement of the segmentation and this
approach has better extraction results in comparison to one-dimensional one in
both descriptor types, and even with color. Some typical problems related to the
irrelevance of third class, and to the non-uniqueness of the road region texture

have been analyzed. In spite of the fact that there are a number of factors affecting
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the performances of the algorithm, it was shown that by the careful selection of
algorithm steps and particular parameters, it was possible to obtain promising
results. Conclusions derived from these examples have led toward the possible
initial choices like: 1) region of interest is just the lower half of an image; 2) the
number of classes is just two (road and non-road); 3) it is possible to obtain more
than one road region; 4)it is enough to extract just one of two borders (if the other
one is, for example, too short).

While the question related to the number of relevant classes is practically answered
(the introduction of new classes representing more than one road region and/or
more than one background region would be leading toward more complex
calculations without general guarantees that the results are going to be improved),
the number of descriptors can be still a subject of research. It seems that the adding
of color as the third independent feature can provide more flexible approach in
segmentation based on chromatic contrast between road and off-road (or

obstacles).

In this dissertation many different aspects of using texture classifications were
discussed and all results that have been shown are related just to the processing of
static images that can be considered as an initial procedure. Basically, the
algorithm should be in future functional in a dynamic scenario - which is the main
objective of my actual and further work in this area, but the study duration and
factor of time are limits make me to stop in this step. Dynamic nature (processing
of the sequence of images) is creating some new problems, but it is also
introducing some beneficial features. The variable existence of obstacles all over
the road region and especially over the road border do introduces new problems.

On the other hand, once extracted border in combination with rather robust
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scanning/splitting procedure around it and supported by proper prediction based
on results obtained in previous frames, makes the main segmentation strategy

promising acceptable results again.
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