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Jaxeannuuya

Ilpe neco wmo nounemo ca Haykom, kceneo Oux O0a ce 3aX8anUM CE0M CYNep8u3opy U
menmopy [Ap Maju I pyoen-Ilagnosuh na cmpnmery, noOpuyu u CMEPHUYAMA Koje MU je npyicua.
HKenum ce 3axeanumu 3a c8y nomoh Kojy cam 00ouo, He camo Ha NPoHecUoHarIHoM, el u Ha TUYHOM
Husoy. Mmao cam mnozo cpehe wmo cam uzabpao maxo noceeheny ocoby 3a menmopa.

Osa Odoxmopcka oucepmayuja He dOu umara oeakas ooaux 6e3 nomohu npogecopa Jp
Mapcena Ceapma. J{yboko cam 3axeanam 3a cee udeje, cageme, u cee cyzecmuje Koje cy oune
0060/bHE 0a Me NOKPEHY Y MPEHYYUMA KAOAd CaM CMampao 0a cam 0ouao 0o ciene yiuye.

Keneo 6ux oa ce 3axeanum [p Mamuju 3namapy 3a OpazoyeHo UCKYCMBO U HAYVUHY
nepyenyujy, Kojy je oeiuo ca MHOM MOKOM c8ux ucmpagicugared. Hbecoe npaemamuunu nauun
PazmMulLbara OUo je peuterve 3a MHoze 030umhe xemujcke npooieme.

Uckpeny 3axeannocm oyeyjem u Jp Munowy Munuuhy, 3a Oemamho npeziedarve
oucepmayuje u cée gpeoHe KomeHmape u npeoioze Koje Mu je 0ao.

Takohe oux srceneo oa 3axeanum [Jp Eoeuny Ommeny wimo je npucmao oa 6yoe 0eo komucuje,
Kao u 3a bpojne n1000HOCHe pa3e080pe Koje CMO 80OUIU MOKOM HOCIe0RUX HEKOAUKO 200UHA.

Haxko /[p Cmenan Cmenanosuh Huje 0eo komucuje, 3aciyxicyje Mojy noceony 3axedainocm,
jep je necebuuHO Oenuo ca MHOM C80ja U3BAHPEOHA 3HAA U Udeje U HeOPOjeHO Nyma Mu NoMo2ao Ha
pasne Hauune. Yocmanom, OH HUuje camo cjajan HayuHuK, oM je jedawn cjajan npujamesn npe ceea!

Hckpeno bux ce 3axeanuo /lp Anexcandpy Huxonuhy, jep ou 6e3 mweea mMoj xemujcku 8uo, Kao
U MHO2e Opyee gewmuHe, 61O 3HAMHO CYIHCEH.

Ceojy 3axsarnocm ynyhyjem u ceum unanosuma rabopamopuje 544, 6e3 kojux mu ne 6u ouLO
080JIUKO 3a0a8HO Oa ce 6basuM HAYKOM.

Taxohe 6ux ce 3axeanuo xonecama (anu u npujamemuma) ca paxyimema, /lanubopy, Becnu,
Cnahanu, Hamawu, Koncmanmuny, Josanu, Mumu, Heanu, Mnaoeny u Cmegpany. Bpeme nposedero
Y BpUCycmey mako 8eIUKUX HayyHuKa npeocmaes/bd u euKo 3a0080/6CMe0.

Ilocebny 3axeannocm oyzyjem ceojum opacum npujamemuma Josuyu, Mapuju, Cnobooany,
Mapxy, Hemaru, bojamny, Jlyku, Anexcandpy, Heany u Momuuny. 3aucma mu je scao 3602 ceux
cumyayuja kaoa cam nponycmuo OKyn/barbd U casna, Al 08dj CKPOMHU KOMAO HAYKe 3aXmesao me
Jje yenoe- kaxko ou yeneoao ceemiocm 0aua.

Taxohe 6ux xmeo Oa ykadcemm Ha OyOOKy 3axeannocm u nowimosawe JIp Muoopaey
Ilasnosuhy u /[p Muxauny Mapjanosuhy.

Ha xpajy, scenum uspasumu ceojy nHajoyosny saxeanrnocm pooumesnuma, Kemwky u Cruescanu,
Ha becKkpajHoj bYbasu u noopuwyu Kojy npyxcajy y c6akom mpeHymky ceaxkoea oana. bes ruxose
noceehenocmu u HanopHoz pada, moje 8Ucoko obpazosarse He bu HU OuLo mozyhe.

Ha xpajy, anu ne u najmare 6ummno, xmeo 6ux oa 3axeanum ceojoj cecmpu Kakiunu jep je
HajHe8eposamHuUja 0coba y MoMm HCUBOMY U jep Me C6aKOOHEB8HO YuU KaKo 0a 6yoem 000ap 406ekx.

Qunun JK. Braxosuh



Mojoj majuu, Koja me je eewimom pyKom ycmepuia Ha npaee nymeae.

Mom ouy, koju je omozyhuo 0a ceaku moj Kopax oyoe cuzypat.

Mojoj cecmpu, Koja me je Ha nymy y ceaxkoj 00ayuu 6€3ycio8Ho noopiicana.



Application of methods based on Density Functional Theory, for studying
electronic states of agua- and oxo- first row transition metal complexes

SUMMARY

In the scope of present doctoral thesis, the complicated electronic structure of aqua- and oxo-
complexes of the first row transition metals is studied. Energies of the ground and excited electronic
states of transition metal complexes are calculated using DFT-based theoretical methods. The
performance of different DFAs was investigated in order to find an unambiguous way to determine
the ground spin state of oxo- and hydroxo-iron complexes, which is one of the most demanding tasks,
both from theoretical and experimental point of view. The results direct us to use S12g for
optimization as well as for the determination of the ground spin state.For calculation of excited states,
two different methods (TD-DFT and LF-DFT) are utilized, whereas the results are rationalized and
compared with those obtained experimentally. The results indicate a significantly better performance
of LF-DFT method for calculation of excited states and reproduction of experimental spectra. In
addition, EDA study of a series of oxo- and hydroxo- iron model complexes was performed. The
binding energy is decomposed into chemically meaningful contributions. Obtained results show that
the most important factor, responsible for the energy differentiation, is the destabilizing preparation
energy based on excitation energy requirements and oxidation state of the metal. And the other is the
stabilizing orbital interaction energy established when chemical bonds are created.

The primary challenge was to establish an appropriate level of theory able to explain the
relationships between structural features and electronic structure, and in turn rationalize the
experimentally obtained results. The scientific content of this dissertation proposes computational
steps which make DFT reliable for explaining, interpreting and predicting the characteristics and
properties of first row transition metal complexes. By rationally applying the proposed
methodologies, we have an exclusive opportunity to clarify the experimental blindspots and apply the
basic principles in order to understand the chemical complexities.

Keywords: Density Functional Theory, Electronic Structure, Excited States, Electronic
Spectroscopy, UV/Vis Spectra, First-row Transition Metals, Oxo-iron Complexes, Hexaaqua
Complexes, Energy Decomposition Analysis, Ligand-field theory

Area of science: Chemistry

Sub-area of science: Inorganic chemistry

UDC number:



IIpumena merona 3acHoBanux Ha Teopuju @ynkuuonaiaa I'ycTune, 3a npoyyaBame
€JIEKTPOHCKHX CTalkha AKBa- M 0KCO- KOMILUIEKCa NPBe cepHje MpeiasHuX MeTasa

PE3UME

VY OKBHpY OBE€ JIOKTOPCKE T€3€ MpOoydaBaHa jeé KOMIUIMKOBAHA €JIEKTPOHCKA CTPYKTYypa akBa- U
OKCO- KOMIUIEKCa MPBE CepHje Mpea3HuX Merana. TeopujckuM MeTonama, 3acHoBaHuM Ha DFT,
U3payyHaTe Cy €Hepruje OCHOBHMX M INOOYhHEHUX eJIEKTPOHCKUX CTama KOMIUIEKca Ipela3HuX
Metana. Mcnurano je moHamame paznuuutux DFA y nnspy npoHanaxema HEJBOCMUCIICHOT HAYMHA
3a ozipehrBambe OCHOBHOI CIIMHCKOT CTamba OKCO- U XUAPOKCO- KOMIUIEKca I'Boxkla, IITO je 3aXTeBaH
3aJjaTaKk, U ca TEOPHUJCKOT M Ca EKCIIEPUMEHTAJIHOI CTaHOBMINTA. Pe3ynraTw Hac ycMmepaBajy Ha
kopuniheme S12¢ 3a onTUMU3aIH]jy, Kao U 3a oJpehuBame OCHOBHOT CIIMHCKOT CTamka. 3a pauyHame
nodyhenux crama ymorpedsbeHe cy nBe pasnuunre meroae (TD-DFT u LF-DFT) a pesynrarm
palnMoHaIN30BaHu U ynopeheHu ca ekcriepuMeHTalHO 1o0ujeHuM. Pe3ynTtatu yka3yjy Ha 3HATHO
6oe monamame LF-DFT wmerome 3a pauyname mnoOyheHux crama ©  penpoayKIujy
eKCIIepUMEHTAIHUX CIIeKTapa. Y CKIOIy oBe aucepranuje usseneHo je 1 EDA usyuaBame cepuje
OKCO- M XHJIPOKCO- MOje] KomIiulekca rokha. EHepruja BesuBama pasiio’keHa je Ha XEMH]jCKU
CMHCIIeHe JonpuHoce. Pe3ynratu moka3zyjy Aa je HajOuTHUjU (GaKTOp, OArOBOpPAH 3a €HEPIeTCKY
mudepeHnujanyjy eHepruja moOyhuBama, HEONMXOIHA Ja C€ METAJIHH jOH W3 HW30JIOBAaHOT
€JIEKTPOHCKOT' CTama JIOBE/E Y EJIEKTPOHCKO CTame KOje Mocelyje Y KOMIUIEKCHOM jeAUHECHbY.
Crnenehu monpruHOC 1O BXKHOCTH je OpOUTAITHA CTa0MIIH3aIIHja YCIie ] YCIIOCTaBbakha METa-JTUTa /T
XEMH]CKe Be3e.

[TpumapHu U3a30B je MpeacTaBibajio YCIOCTaB/babe 0AroBapajyher HUBoa Teopuje, 00jallbemhe
MehycoOHuX onHoca u3Mely CTpyKTypHHUX OCOOMHA M METaJHOT OKPYXEHa Cca EJIEKTPOHCKOM
CTPYKTYpOM, Kao W palyoHanu3anyja JOoOMjeHHX pe3yiTara M eKCHepUMEHTAJIHMX I10/aTaka.
Hayunu canpikaj oBe qucepraiuje npeaiaxe padyyHapcke kopake kojuma unne DFT moy3ganom y
o0jalmaBamy, TyMauewy M ImpeaBhamy KapakTepucTHKa M CBOjCTBA KOMILJIEKCa TNpBE cepuje
npenasHuX MeTana. PallmoHaTHOM MPUMEHOM TPEITIOKEHHX METOA0JIOTHja, IMaMO TPIIIMKY J1a
pa3jacCHUMO €KCIEpUMEHTAIHE HEAOYMUIE M UCKOPUCTUMO OCHOBHA Hayesa Kako OMCMO pa3yMenu
XEMHU]CKE CIIOKEHOCTH.

Kibyune peun: Teopuja ¢yHKIMOHaIa TYCTHHE, €NEKTPOHCKAa CTPYKTypa, moOyheHa crama,
eNIeKTpPOHCKa crekTpockonuja, YB/BUC cnektpockomnuja, MpBU pei Mpeia3HUuX MeTajla, OKCO-
rBoxkhe KOMIUIEKCH, XeKcaakBa KOMIUIEKCH, AHaiM3a EHEepreTcke JEeKOMIIO3MIUje, TeopHja
JJUTaHAHOT I10Jba

Hayuna o0uacrt: Xemuja

¥Yaka HayyHa o0aact: Heoprancka xemuja
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1. Introduction

Transition metal (TM) containing molecules are for many years earning the brightest spotlight on
the chemistry stage, and stay in the main focus of the scientific audience. These diverse chemical
species are always ready to perform another unexpected, and until that moment, unseen act and draw
our attention again and again. Many riddles surrounding TM molecules have been solved, and many
of their characteristics described, while on the other hand, many questions remain floating in the air
and wait for a better time to be answered. Intriguing TM history is filled with rises and falls, Eureka’s
and dead ends, but one thing lingers from the very beginning and represents one of the main TM
characteristics. This characteristic brings color to the story of TMs, and is in fact- their own color.
The beauty of TM chemistry reflects in the color spectrum which these molecules provide, and colors
are in fact one of the first things | can remember when thinking about my early introduction to TM
molecules. At first, this characteristic was impressive and surprising to me, but not long after that,
curiosity gave birth to the first question. Where does it come from? This question was easily resolved
by my mentor many years ago and marked with a smile. Most importantly, and in this case personally,
the answer to that question opened a door to a brand new horizon of more complex guestions, and
here we are, holding in hands my thesis while starting from the very beginning.

The world of chemistry is built on simple laws and rules, yet works in mysterious ways, which
can be explained with logic formalisms. Basically, valence electrons of isolated atoms combine in
order to create electron pairs which chemists like to call chemical bonds. This concept can be applied
to main group element compounds while keeping in mind that the number of created chemical bonds
must obey the octet rule. Chemical bonding in TM compounds is one of many features that differ
from the main group elements. Unlike main group element compounds, where the covalent bond
between two interacting species is formed by a combination of valence electrons of both species (in
which electron pair is formed), a coordinate covalent bond is formed by means of interaction in which
both electrons originate from a donor (Lewis base) and are introduced to an acceptor (Lewis acid).
Using this unusual fashion for the creation of chemical bonds, coordination compounds are formed
and, if they contain a TM atom/ion, are called TM complexes. TM atom or ion plays the role of Lewis
acid in the creation of a chemical bond, whereas the electrophilicity originates from partially filled d-
orbitals. On the other hand, Lewis base can be a wide variety of chemical species (ions or molecules),
and the only requirement is the presence of one or more electron pairs that can be contributed to the
creation of a chemical bond. These nucleophilic chemical species are called ligands. Depending on
the number of available electron pairs capable of bonding, as well as on molecular size and
configurational flexibility, ligands can be monodentate (capable to create only one coordination bond)
and polydentate (capable to create two or more coordination bonds). The number and arrangement of
specific ligands in the space around central metal atom/ion, called the first coordination sphere, are
the first aspect of the complexity of resulting coordination compounds and the origin of their name.
The second aspect is the central metal atom, which can exist in many different ionic states. The
general picture becomes even more complicated since the central metal atom/ion, in most cases,
contain partially filled d-orbitals, thus having a broad pallet of possible spin states. Energy
requirement for the excitation of one or more electrons from the ground spin state (the most stable
spin state) to some of the close-lying excited states is rather small and corresponds to the wavelength
of the visible light. In this regard, complex molecules are able to absorb (and at the same time emit)
a portion of energy from the visible light, which our eye can detect as color. Depending on the
excitation energy requirement and the discrete portion of spectra that has been absorbed- complex
molecules exist in various colors. While keeping in mind that the color originates from electronic
structure, microscopic changes in the structure will lead to a change of color and many other general
features of a specific complex molecule.



Ground spin state, close-lying excited states, and energy requirements needed for the excitations
to take place are the main focus of the present thesis. All of the mentioned characteristics are of utmost
importance for the understanding of fundamentals as well as the nature and behavior of coordination
complexes. Although experimental chemistry has reached the level of maturity in which it can “catch”
and examine delicate properties of molecular systems, it is in many cases not capable of unambiguous
determination of the ground spin state. Besides this fundamental problem, the description and
investigation of excited states are even more difficult, due to the lack of stability or the lifetime of
these chemical species. Powerful tools to enforce the experiment, explain obtained results or predict
missing parts of the experimental puzzle are without doubt theoretical methods. Even though many
different theoretical methods exist and exhibit various advantages and limitations, our research is
based on Density Functional Theory (DFT)! and aims to examine, elucidate and shed new light on a
series of first row TM complexes.

In the present thesis, we are proposing theoretical steps that should be followed in order to get the
best of DFT method. Although exact in principle, many approximations must be introduced to DFT,
in order for it to work properly. In this regard, various DFT flavors are investigated in order to find
the best choice for accurate geometrical optimizations, since this basic molecular characteristic will
greatly influence all future calculations and final results. The most popular DFT-based method for
examination of excited states, time-dependent DFT (TD-DFT), is used for the simulation of electronic
spectra of a series of first row TM hexaaqua complexes. Obtained results are analyzed, correlated
with the experiment, and compared with the results obtained by Ligand Field DFT (LF-DFT), which
is specially designed for the determination of d-d excitations. DFT is further utilized for the
determination of the ground spin state, and close-lying excited states of a series of iron (hydr)oxo
complexes. Precise determination of the ground spin state represents a challenging task for all
theoretical methods, and besides all practical difficulties, in most cases has a high computational
price. Since spin states were not included in the development of most Density Functional
Approximations (DFAS), we are searching for the best performing DFA in a group of some “old” and
well known, as well as some new DFAS, which are specially designed for this kind of problem. The
main goal of our validation study is to find the best theoretical approach, within the framework of
DFT, for unambiguous determination and description of the ground spin state as well as possible
close-lying excited spin states. Finally, Energy Decomposition Analysis (EDA) is used to decompose
the energy of various iron-oxo and iron-hydroxo systems into chemically meaningful components, in
order to gain insight into the origins of chemical bonding. EDA contributions are rationalized and
correlated with the spin state energetics of investigated complexes.

With all the results in hand, obtained within the framework of the present thesis, we can go further
beyond classical experiment and open a door for a new point of view on general chemistry and
fundamentals that lead to the complexity of coordination compounds.
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2. The general part

Forthcoming chapters contain the main concepts and chemical fundamentals essential for
understanding and rationalization of the work done in this thesis.

2.1 Looking at the world through the quantum mechanical prism

The laws, on which the physical world is based, have occupied the human mind since the
beginning of the time. Although we are able to see, feel, and gather various information about the
surrounding environment, our sensors and detection capabilities are still very limited. Besides the fact
that our senses are imperfect, many factors concerning the way in which “things work” remain a
mystery due to the type of strings and patterns used to create this vivid and extremely complex
picture- we call the “physical world”. Namely, every piece of matter- water, wood, stone, wax, gold-
has its own clearly defined characteristics and properties. The human eye is unable to describe or
address these diverse features by only looking. A piece of mater can be considered as small, yet it is
built from much smaller building blocks of the size, which goes way beyond our sight. Even though
these delicate particles are enormously small, they are by nature complex and diverse, and for this
reason, represent the origin of complexity and diversity of all the matter surrounding us. Modern
quantum mechanical (QM) modeling has the power to lift the barrier, which prevents us from seeing
microscopic particles and gives us insight into the laws responsible for the flawless functionality of
the physical world. By having QM in hand, we are able to correlate electronic structure with
macroscopic properties of molecules, and in this way understand and address chemical behavior as
well as many other physico-chemical characteristics.

The central dogma of QM is the wave function y, which is the mathematical description of a

quantum state of an isolated system, and holds all accessible information about all micro(quantum)-
objects. The wave function itself is a complex construction and cannot be observed, although we can
attribute a physical meaning to the square of the wave function. The mathematical form vy =y
represents the probability of finding a particle (electron) within a different predefined volume
element. The measure of the probability of finding an electron in a specific region is the electron
density, p. From previous statements, it can be concluded that the wave function determines the
electron density, thus in turn electron density defines the wave function. Although we cannot define
a wave function of a certain system, we can measure the electron density by utilizing experimental
techniques such as X-ray crystallography? and scanning tunneling microscopy?®. On the other hand,
wave functions are the solutions of the famous Schrodinger equation (SE), which can describe the
complete dynamics of microparticles, at least in theory. The main importance of this theoretical
concept lies within the fact that it can be applicable to any system in hand, such as atoms, molecules,
and materials. The non-relativistic time-independent SE takes the form

Hy =Ey
Equation 2.1

where H represents the Hamiltonian. Hamiltonian is the operator of the energy and contains
mathematical forms and rules that should be “performed” on the wave function in order to get the
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energy of the system. Since the classic physics declares the total energy of a certain system as the
sum of potential and kinetic energy, a Hamiltonian must incorporate both of these components, thus
it can be written in extended form as H = T + V. E is the energy of the system, and within the time-
independent framework of SE, it is represented as an eigenvalue of the Hamiltonian, with the wave
function being the corresponding eigenfunction (eigenvector).* > Although the Hamiltonian can be
constructed for any system at hand, SE cannot be exactly solved except for very few simple cases.*
Due to its nature, SE does not have a single solution, and there will be a different solution for every
distribution of microparticles, which will result with different values for the energy. The energy of
every possible SE solution will be quantized by discrete values. The solution with the lowest energy
is known as the ground state wave function, or the ground state, whereas all other solutions are called
the excited states.

2.1.1 In search for the best possible “solution”

Within the time-independent framework of SE, the energy of the system is represented as an
eigenvalue of the Hamiltonian, with the wave function being the corresponding eigenfunction
(eigenvector).* ® Although the Hamiltonian can be constructed for any system at hand, SE cannot be
exactly solved except for very few simple cases.* The most famous analytically solvable system is
the hydrogen atom (H), containing only one proton and one electron, whereas the solutions of the
SE and obtained wave functions represent the atomic orbitals (AOs)®. When we try to make a first
step forward in the direction of more complicated cases, we will immediately hit a wall by reaching
the atom of helium (?He), containing two protons and two electrons. The initial difficulty, when trying
to solve SE for a particular system with more than one electron, arises from well known “three-body
problem”.” Namely, the motion of three particles (three-point masses) under the influence of an
interaction potential has no analytical solutions even in the classical mechanics. Luckily for us, we
can simplify this problematic case by breaking this multi-electron problem into two one-electron
problems, which we can solve. In other words, the Hamiltonian will represent the sum of two
hydrogen-like Hamiltonians Ho = A1+h2. The total two-electron wave function will be described as
the product of two electrons in two orbitals (y, and y,), thus the energy of such a system will be a

sum of two one-electron energies. Although it can seem that we found an elegant way to avoid all
complications, in this process we have neglect one important component of our multi-electron
Hamiltonian. By breaking the initial Hamiltonian into two hidrohen-like Hamiltonians, we did not
take into account the electron-electron interaction whereby the more accurate form will have the form
H = Ho+ Hee. The electronic repulsion, as well as some other important effects, need to be taken into
account in order to describe the system as realistic as possible, and this topic will be discussed in
forthcoming chapters. Another factor which was putt aside by transforming our initial Hamiltonian
into a so-called electronic Hamiltonian is the presence of the nucleus. The effect of this problem (as
well as some other) is diminished by the introduction of various approximations to the theoretical
concept. The Born-Oppenheimer approximation is one of the most important and most famous ones
and represents a good example of how a complex problem can be significantly simplified using only
scientific intuition and experience®. This approximation takes advantage of the significant differences
between the masses of nuclei and electrons. Since even the lightest of all nuclei, the hydrogen atom,
weights roughly 1800 times more than an electron, we can say that the nuclei move much slower than
the electrons. 8 The practical benefit of this, at first sight, simple approximation, is that we can
consider the electrons as moving in the field of fixed (extremely slow) nuclei. Since there are many
more approximations that need to be taken into account and introduced to the initial equation, we can
conclude that the ultimate goal of almost all quantum chemical approaches is to provide the most
accurate possible (approximate) solution to the time-independent, non-relativistic SE.
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2.1.2 Building the core of everything (structure of the periodic system of
elements)

The present form of the periodic system of elements (PSE) (Figure 2.1.) is based on the atomic
number of each element, which further defines the electronic structure and the corresponding number
of electrons. As the atomic number of an element increase, the number of electrons around the nuclei
increases likewise. Electrons are organized and around the nucleus in energy levels called shells.
Shells are defined by quantum® ® number n, and contain a specific number of subshells, which are
defined by quantum numbers n and I. These subshells are constructed of AOs, and since a maximum
number of electrons populating an AO is two, a defined number of electrons can be placed in one
shell. In order to understand the structure of an atomic shell, we need to start from the simplest
conceptual element, and although it was already mentioned before, we need to describe an AO in
more detail. An AO is a one-electron coordinate function. Since electrons move extremely fast, the
precise location of an electron at a specific moment cannot be determined, yet we can use this function
(solve the SE) to calculate the probability of finding any electron at a particular point. Obtained
movement pattern, which resembles the most probable region for finding the specific electron, is
called an AO. The function itself consists of the so-called radial part, which is a function of electron
distance from the nucleus (r), and the second component, known as the angular part, which is a
function of the angles 6 and ¢, and introduces the directional properties (and shape) of the orbital.
Atomic shells are consecutively filled with electrons by the increase of quantum number n. While the
subshells and shells are being gradually filled with electrons, at every point it is possible to distinguish
between two different regions. The first region is constructed of completely filled shells and contains
paired electrons which are strongly attracted to the nucleus. These electrons, called the core electrons,
create a shield of electron density around the nucleus. The second region is the one containing
partially filled shells, and electrons populating this region are named the valence electrons. Due to
the greater distance from the nucleus, as well as due to the shielding effect of core electrons, valence
electrons can be easily influenced by the surroundings. The number and arrangement of valence
electrons, together with their properties, are the foundation of richness and diversity that chemistry
has to offer.

According to the population scheme, valence electrons can predominantly occupy the same type
of AOs, and in this regard, defined blocks within the PSE can be observed. The left side of PSE
contains metals that belong to the s-block, and on the right side, non-metals and metalloids are
present, belonging to the p-block. Members of different blocks strongly differ in physico-chemical
properties and general behavior. In the middle of PSE, acting as a bridge between the first two blocks,
there is a well-defined d-block. Elements located in this block are called transition elements, and their
main characteristic is the presence of partially filled d-orbitals. TM elements show many unusual
properties (if compared to the main-group elements), which can be addressed to valence d-orbitals.
Another important consequence of having partially filled d-orbitals is that TMs exhibit a much
broader pallet of stable ions. In this regard, a much greater variety of chemical compounds can be
formed in the case of TMs than the main-group elements. The most well-known transition element is
for sure iron (Fe), and we can, without a doubt, say that up to now, we live in the “Iron Age”, due to
versatile application of this metal in every aspect of our lives.
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Figure 2.1.  The present form of the periodic system of elements
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2.2  Electronic structure (states and configurations)

Since we scratched the surface of population patterns, before we continue we need to familiarize
ourselves with few important concepts related to this phenomenon. The concept of electronic
configuration holds information about the distribution of electrons in atomic orbitals. Construction of
electronic configurations has its foundations in Aufbau principle® 1°, whereby the orbitals are ordered
by the increase in energy and populated with electrons in a “one by one” fashion, while respecting
the Pauli exclusion principle!!. While obeying the Pauli exclusion principle, the total wave function
must be antisymmetric with respect to the interchange of any pair of electrons. In this regard, a pair
of electrons can populate the same orbital using the orbital approximation, by which a many-electron
system is described as a product of many one-electron functions, only if they are paired in opposite
spin. In order to clarify this statement, let us go back to our well-known examples, hydrogen and
helium. Hydrogen is described as 1s' and helium as 1s? ground state configuration. In both cases, the
situation is clear, whereby we have one electron populating the 1s orbital of hydrogen, and two
electrons populating the same 1s orbital of helium. In the case of helium, both electrons are described
by the same 1s function, thus we can consider the orbital part of the total function as symmetric. In
order for the total function to be antisymmetric, the spin part of the function must be antisymmetric.
This requirement can be established only if two electrons of helium populate the same orbital with

antiparallel spin, whereas the first is considered as o (+ % ), and the other as § (— % ). Electron density

of these antiparallel electrons can be referred to as the spin orbitals, whereas two electrons with the
same spin orbital would correspond to a wave function that is zero everywhere. If we assign our two
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electrons with, let's say, 1 and 2, we can write down an expression which will satisfie the
antisymmetrization requirements and have the form:

1 1s(Da(1) 1s(2)a(2) 1
7 = l1s()p1) 1B —ﬁ(ls(l)a(l)ls(Z)B(Z)—15(2)0((2)13(2)[3(2))

= 1s(1)1s(2)
Equation 2.2

Such an expression, able to describe a multi-electronic wave function, while obeying the Pauli
exclusion principle is called a Slater Determinant (SD). Although for a closed-shell configuration,
the total wave function can be defined with a single SD, for open-shell systems this is commonly not
the case. Namely, when we go further from the nucleus, subshells will contain more than one orbital.
Unoccupied orbitals within a subshell in the absence of an external perturbation will be equal in
energy. This phenomenon is called degeneracy, and these orbitals degenerate orbitals. Due to the
degeneracy, present within the subshells, there will be cases in which more than one orbital is
available for occupation. Due to the Hund’s rule® of maximum multiplicity, electrons will intend to
be separated, which means that a specific electron will prefer to occupy a separate orbital before
entering an already occupied one. In cases like this one, electronic configuration is not able to give
information about precise electron arrangement, and all possible occupations within a subshell
(microstates) are expressed as SDs. In the case of two electrons occupying three p orbitals, there are
15 possible arrangements, thus an electronic state, from which the lowest in energy represents the
ground electronic state, is defined (approximated) by the electron configuration of the system. In
order to exemplify this situation, we will consider two electrons that can be placed in two degenerate
orbitals. As can be seen from Figure 2.2., there are 6 possible ways to organize these two electrons,
thus 6 possible SDs which satisfy the antisymmetrization principle.

H t ‘o

SDI1 SD2 SD3

SD4 SD5 SD6

Figure 2.2.  Six possible arrangements (SDs) of two electrons in two orbitals

According to the orbital approximation, in the absence of electron-electron repulsion, SD1 and
SD6 would be degenerate in energy, as well as SD2, SD3, SD4, and SD5. Electron repulsion, which
will differentiate our microstates in energy, will depend on two contributions J and K. The first
contribution represents the Coulombic repulsion and thus will be positive. This contribution will
contain the repulsive effect J;;, J1 and Jy, corresponding to each pair of electrons, and will increase
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the energy of every single SD depending on the sum of one-electron energies. The second contribution
represents the exchange factor containing Ky and Ky, which occurs between two electrons of the
same spin. Like the previous contribution, the effect will be positive but will favourize microstates

with parallel spin (electrons in different orbitals).® 1414

2.2.1 Atomic terms (a practical main/ transition group example)

Although quantum numbers n, I, ml, and ms were enough to provide the numerical foundation for
the solution of SE for one-electron hydrogen atom, this is not the case in many-electron atoms. As
we have seen from the previous chapter, for a specific electronic configuration, there are various
possible electronic states. All of these states can be sorted together by means of energy equivalency,
whereby the formed groups are called the atomic terms. In many-electron atoms, the energy of an
orbital, and thus of the whole system, will depend on total spin angular momentum and total orbital
angular momentum, which can be determined as a (vectorial) sum of orbital and spin momenta of
individual electrons (L = ZIi and S = Zsi respectively). These two quantities are essential for the

assignation of atomic terms to electronic states. Analogously to L and S, M. and Ms numbers can be
obtained, and with the aim to exemplify, we will take into consideration the first excited state of He,
heaving the electronic configuration 1s'2st. Since s-orbitals have no angular momentum, in this case,
we have the L = 0, and the only factor left to be considered is the spin. All possibilities (SDs) to
accommodate two single electrons in two different s-orbitals, and resulting Ms values are shown in

Scheme 2.1.

Tand 1 M, Zm = % %:1
tand | M, Zm = % % 0
land T M, Zm % %:O
land | M, Zm % % -1

Scheme 2.1. Four possibilities (SDs) to accommodate two single electrons in two different s-orbitals

For the value of S=1, there are three microstates corresponding to the three values of Ms (1, 0, -
1). After the first group of three microstates is defined and can be called a triplet, there is an additional
state with Ms = 0 that can be attributed only to the S = 0 value. Since it contains only one microstate,
this group can be called a singlet. In this regard, an atomic term can be defined as a group of
microstates with same L and S values, but different M. and Ms. The spin multiplicity is defined as
2S+1. Finally, atomic terms are labeled as 25*!L. Table 2.1. contains the list of atomic term symbols

associated with the value of L.
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Table 2.1. Labeling of atomic terms according to the value of L

Value of L Letter (symbol)

0 S
1 P
2 D
3 F
4 G
5 H
6 I

A list of atomic terms for s", p™ and d" electronic configurations can be found in the Table 2.2.,
whereas the ground term represents the one with the highest multiplicity, due to the Hund’s rule. One
important concept that can be observed from the Table 2.2. is that the configurations with N electrons
correspond to the configurations with N “holes” (empty positions within a subshell) and is known as
the hole formalism. According to this concept, configurations p* and p®, d* and d°, d? and d®, and so
on, will be characterized with the same electronic terms.

Table 2.2. Atomic terms for s", p™ and d" electronic configurations

Electronic Number of Electronic terms
configuration microstates
st 2 29
52(p6,d1°) 1 g
p'(p°) 6 2p
p*(p*) 15 ,1D, '
p? 20 45,2D, 2P
di(d 10 D
d?(d°) 45 %, %, 1G, 1D, 1S
d*(d") 120 *F, P, ?H, %G, ?F, 2D, 2D, %P
5D, *H, °G, °F, °F, °D, °P, °P, I, 'G, 'G, 'F, 'D, 'D, 1S,
d*(d®) 210 1S
63, 4G, “F, “D, *P,?l, ?H, °G, °G, °F, °F, °D, %D, D, P
d® 252 2g,
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In order to understand the importance of atomic terms, we will discuss a practical example of
two different atoms, from which the first is a main-group and second a TM element. Experimentally
obtained data®® for the ground and corresponding low-lying energy levels of carbon (C) and titanium
(Ti) atom are presented in Figure 2.3. Besides the energy separation, every excited state is assigned
with corresponding term symbol.
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7 Ti'(sd?)
6 |—
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Carbon Titanium

Figure 2.3.  Energy separation of close-lying states, relative to the ground state, for
carbon as main-group and titanium as TM group representant

The first two states of a main-group element, in our example carbon, originate from the same
1s22s%2p? configuration and show an energy separation of 1.26 and 2.69 eV, respectively, relative to
the ground state. The next energy level, which is located at 4.18 eV above the ground state,
corresponds to the 2s'2p2 configuration. Energetically lowest excitation state, in which an electron is
excited to an unoccupied ground state orbital, is the state with configuration 2p*3s* located at 7.5 eV.
The general picture changes drastically in the case of titanium since the first excited state originates
from the configuration 3d%4s!, which is different from the ground state 3d4s? configuration.
Furthermore, the third excited state is only 1.96 eV above the ground state, whereas this energy
difference for carbon atom counts 4.18 eV. The most important conclusion that can be drawn from
this example is that unlike carbon, which has only four excited states within ionization energy of 7.5
eV, titanium shows a large number of close-lying excited states within the range of 6.83 eV. In this
regard, we also need to remember that if we move forward from titanium deeper in the TM row the
number of valence electron increases as well as the number of close-lying excited states. Our whole
discussion can be summarized into one conclusion, based on which, we can expect that the absorption
spectra (resulting from electron excitations) will be sufficiently different for main-group and TM
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group elements. Such a broad number of TM close-lying excited states located within a limited energy
domain can vyield a complex spectrum that will require theoretical assistance in analysis,
interpretation, and finally prediction.

Experimentally observed transitions occur between atomic terms, thus their main importance lies
in such a close relation with experimentally obtained absorption spectra. As it was already described
in previous chapters, the energy of a specific state is described as the sum of total orbital energy and
interelectronic repulsion energy. Since orbital energy is uniform for all states originating from the
same configuration, we can attribute the energy differences to the Coulumb and exchange
contributions J and K. Calculation of these contributions is possible but represents a complicated and
difficult task, and for this reason states energy levels are extracted from atomic spectra and further
described and quantified by means of Racak’s parameters B and C.'® Possibility of describing all
states with only two parameters lies upon the fact that atoms (and ions) exist in the highest, spherical
symmetry, and although B and C posses no physical meaning, they are mathematically*® correlated
with J and K.

2.3 First-row transition metals

Since the majority of scientific results, which are going to be presented in this thesis, are devoted
to chemical species which contain atoms/ions from the first-row of TM series, we should first bring
to the forefront some basic information about these specific metals. First-row transition atoms and
their chemical compounds are essential components of various biological and industrial processes.
They are extensively employed in engineering'’ of nano-materials® 9, as well as remarkably potent
catalyst?>-?2, Due to their great importance in various areas of life and research, they have become the
main topic of the present thesis, and information about their various applications can be found
elsewhere. 232

As it was already stated, elements located in the first transition row are the ones with a partially
filled d-valence subshell. The number of valence electrons varies from one to nine, depending on the
metal, and is gradually increasing, starting from scandium (Sc) and going to copper (Cu). Although
copper d-subshell is considered as completely filed, this metal is included in the group of TMs with
partially filled d-subshell, due to its specific ionic form. Namely, from initial atomic configuration
[Ar]3d*4s! arises configuration in which copper is commonly found, in ionic state +2, which is
[Ar]3d°4s°. Zinc is generally not considered as a TM since in both states, atomic and ionic, d-subshell
stays intact and completely filled with ten electrons. Consequentially, this metal doesn’t have any
color, when found in chemical compounds, nor does it show paramagnetism, which is characteristic
for all other elements of this row, for at least one ionic form. Another unusual example, although
considered as a first row TM element, is scandium (Sc). According to experimental techniques, we
know for sure that under “standard” conditions, this metal exists only in its +3 oxidation state, thus it
is colorless and diamagnetic. Surpassingly, chemical behavior of Sc can be rather attributed to
chemistry of aluminum (Al), than to the elements of the first transition row. The electronic
configuration of all metals, located in the first transition row, can be observed from Table 2.3.
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Table 2.3. Electronic configuration of first-row transition elements

Element Configuration
Sc [Ar]3d*4s?
Ti [Ar]3d?4s?
\Y [Ar]3d34s?
Cr [Ar]3d°4s?
Mn [Ar]3d°4s?
Fe [Ar]3d®4s?
Co [Ar]3d’4s?
Ni [Ar]3d®4s?
Cu [Ar]3d4st

As it can be seen from the table, 4s are outlined as the frontier orbitals, even though these orbitals
should be populated first, according to the Aufbau principle® 1°, and thus be placed before 3d orbitals.
Namely, 4s and 3d orbitals are considered as energetically similar, and as such, there can emerge
many difficulties when trying to specify their exact ordering. Experimental observations have proved
that TM lose electrons from 4s orbitals first, during an ionization process. This unusual behavior has
rather complex origins, and some resources address it to the formation of the cation, whereas the 3d
orbitals “feel” the effective potential of the nucleus stronger than the 4s. Other attribute this
phenomenon to the stronger “diffuse character” of electrons located in 3d orbitals, as well as to the
symmetry, whereas unlike spherically symmetric 4s orbital, 3d orbitals can cope better with the
changes in the surroundings (presence of the ligands). This complicated topic exceeds the framework
of the present thesis, and further information can be found elsewhere.'® 2" 28 Nevertheless, the most
important information for the understanding of TM complexes, as well as the results presented in this
thesis, it that valence electrons in TM ions populate d shells, and are responsible for the chemical
behavior of these molecular species.

2.4  Chemical bonding in chemistry

In the very beginning, chemists empirically determined that the chemical elements combine in a
defined way and fixed ratio, in order to give chemical compounds. The force, holding these fragments
together, was named the chemical bond. One of the most important conclusions at that time,
originating from previous observations, was the fact that atoms of a specific element can form a
defined number of chemical bonds. The maximum number of bonds formed by an element was later
called the valence of that element. The first model, developed with the intention to describe chemical
bonding, was the shell model. In this model, electrons are placed in spherical layers (shells) organized
around the nucleus. Since at that time no noble gas compounds were known, noble gases were taken
as the “stable reference”. Any element could be characterized as a noble gas (with the lower atomic
number) plus specific number of additional electrons in the outer shell. This outer shell was then
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called the valence shell since the electrons populating this layer were responsible for the valence of a
specific element, and most importantly, involved in the bond formation. Shell model was soon
supported by experimental determination of free atoms ionization energies and opened a door for two
different models for the description of chemical bonding.

The first one was the ionic bond model.?® *° Facts that salts, such as sodium chloride, act as
insulators in solid-state, yet behave as conductors if dissolved in water, led scientists to conclude that
solvated atoms exist in an ionic form. Later on, sodium has been identified as a cation and chlride on
the other hand as an anion. The ionic bond model proposed an attractive interaction between
oppositely charged spheres, whereby ions in solid-state organize in an arrangement which tends to
minimize this charge. This phenomenon was explained by the fact that both chemical species in the
ionic form have the same stable electron arrangement as a corresponding noble gas.

The ionic bond model was unable to explain the formation of a chemical bond between
homonuclear molecules such as chlorine molecule. Lewis proposed a theory which could be the key
to understanding such examples. Namely, Lewis noticed that most chemical compounds possess an
even number of electrons, and thus assumed that the electrons could be organized in pairs. According
to this model, two atoms of chlorine are held together by an electron pair. Both atoms contribute one
electron in order to form an electron pair, and in this way, each atom achieves the noble gas
configuration. The proposed model was named the covalent bond model®® 31, whereby electron pair-
like organization found its application in organic chemistry, and diagrams constructed in this way
were named Lewis diagrams/structures®.

Even though interatomic interactions and resulting chemical bonding represent the essence of
chemistry in general, understanding of the nature and origin of the chemical bonds, as well as
scientific novelties and general progress in this field, are in past few decades putt aside. On the other
hand, fast expansion and formulation of new, advanced experimental techniques, designed to
synthesize, detect, analyze and explore new chemical compounds are more than impressive. The
reason for this lies in the early days of science development when classical physics was unable to
describe and explain surprisingly strong covalent interaction between neutral atoms. Later, chemists
invented simple models able to present this fundamental phenomenon in a graphical way, which was
easy enough to be understood by people working in any scientific field. Chemical industry, as a
powerful source of wealth and knowledge, has shaped the way chemistry is taught and understood in
education centers and faculties while enforcing experimental techniques in order to further strengthen
itself, while keeping prime fundamentals on the side.

Quantum chemical methods®? have earned significant attention in the past few decades, but the
reason for this change is still based on the simplicity of application, rather than on theoretical proof.
Back in 1931 Hiickel® already showed that theoretical methods were able to describe stability and
chemical properties of aromatic compounds, but his work was neglected® due to the complicated
mathematical formulas that were applied in order to give an explanation. The use of simple graphical
models and empirically designed rules were a preferable approach used by chemists of that time. This
barrier and general skepticism have been overcome during the last decade due to remarkable
performance and results obtained by sophisticated methods, such as DFT.

2.4.1 Chemical bonding in transition metal compounds (metal-ligand
rendezvous)

If we want to talk further about bonding models, we will immediately run into significant
differences in the description of chemical bonds established between main-group elements and those
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of TMs containing systems®. As was mentioned before, both binding partners of main-group
elements will contribute one electron, in order to create an electron pair, and the resulting chemical
bond can be further characterized as covalent or ionic (although the pair, in this case, is mainly located
on more electronegative atom, whereby the ions are formed). In the case of TM containing systems,
the chemical bond is described as coordinate covalent bond (since this bond also shows ionic
characteristics), and arises from the interaction of empty d-orbitals of TM and doubly occupied
frontier orbitals of the ligand (Figure 2.4.).

MGE@ ®MGE
TMQ ®L

Figure 2.4.  Schematic representation of bonding partners and their contribution to the
formation of a covalent chemical bond (between two main-group elements (MGE) (top)
and between TM and a ligand (L) (bottom))

2.4.2 Theories explaining the bonding

The first proposed bonding theory, with the intention to describe and explain the bonding
properties of TM coordination compounds, was the crystal field theory (CFT)*. This simple theory,
originally proposed by Bethe® and Van Vleck®, treats coordination compounds as “ionic” (this
definition must be taken with caution) molecules. Namely, central metal atom/ion is exposed to an
electric field formed by the presence of surrounding ligands. Created steady “crystalline field” can be
considered as analogous to what would happen if the central metal atom/ion was placed into a cavity
(of the same size) inside a crystalline lattice. Although the role played by the type of ligands in this
theory is rather limited, since they should provide a constant electrostatic potential, their presence
have a considerable consequences on the central metal atom/ion. The symmetry and strength of a
crystalline field affect the electronic levels of the gaseous metal ions, and thus the spherical symmetry
is lost. The electrons belonging to the ligands are not allowed to mix with the electrons belonging to
the central metal atom/ion, although they might be polarized by the presence of positively charged
center. In other words, CFT considers isolated and “pure d-orbitals” in a field of negative point
charges.

The most widely accepted model nowadays, used to describe TM compound bonding properties,
is the ligand field theory (LFT)® *°. Although considered as extremely simple among scientists, it
represents a powerful tool for description and explanation of various physical properties of TM
complexes, such as bonding energies, geometries, magnetic properties and excitation energies.® 404
LFT represents an elegant combination of the pure CFT with the molecular-orbital theory, proposed
by Mulliken*2. In this way, the best features of both theories are merged together in order to create a
superior approach for the examination of TM complexes. The main reason why LFT significantly
improve CFT is because it contributes an important factor that is the chemical bond established
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between the central metal atom/ion and surrounding ligands. In this way, “pure d-orbitals” are still
taken into consideration, while placed in a field created by the ligands, but the system is additionally
tuned by the existence of covalency. More practical details about the way in which LFT resolves
problems arising from CFT can be found in the Chapter 2.5.

Even by having these useful models in hands, the description of TM-main group elements
chemical bond is far from trivial. Many unclarified phenomena are still being hidden somewhere in
the space around the metal, and well protected by the surrounding ligands. A deeper understanding
of fundamentals, as well as the nature of bonding, is of utmost importance for most scientific fields,
such as organometallic chemistry**-" or catalysis*®°, and for this reason, different theoretical
methods have been developed.

2.4.3 Formation of complex molecules (the coordination number)

So far we have discussed how the chemical bond between TM and a ligand is formed, and now
we should consider how many ligands should be involved, and how should they be arranged around
the TM, in order to create a coordination compound. In the very first days of coordination chemistry,
it was spotted that a specific amount of TM salt requires a fixed amount of some other chemical
species (later called the ligand), in order to create a complex chemical product. This was a clear
indication that a certain TM requires a defined number of ligand molecules, which should be arranged
in a preferred shape, thus, a defined number of coordination bonds can be established. From this
observation and following experimental proofs, which were made later on, we have today the concept
of coordination number.>% %2 Coordination number defines the number of chemical (coordination)
bonds that can be established between central metal atom/ion and ligating atoms/ions. The number of
coordinate bonds formed in the first coordination sphere can be a good starting point for predicting
the geometry of a specific complex.

Namely, ligating atoms/ions will arrange around the TM in a way in which steric and electrostatic
effects (repulsion) will be the weakest. In other words, while establishing coordinate bond with the
TM ligands will intend to be as far apart from each other as possible. In this regard, knowing the
coordination number of a certain complex molecule will give us an opportunity to imagine and in
most cases accurately predict the geometry of the first coordination sphere. Although many different
geometrical entities exist, Figure 2.5. contains the most common molecular geometries occurring in
coordination chemistry of complex compounds with different coordination number.

The basic requirement for an ion/molecule to act as a ligand is the presence of at least one lone
electron pair available for donation. Although an atomic ion can establish only one coordinate bond
with one metal center, a molecule on the other hand can possess more than one ligating atoms. In this
regard, ligands which can offer only one electron pair for donation, and occupy only one coordination
site, are called monodentate ligands, whereas ligands which can establish more than one coordinate
bond (contain more than one ligating atom) are named polydentate. Nowadays, the precise
determination of coordination number, as well as other structural and geometrical parameters of
complex molecules, has become much easier through the use of experimental techniques, such as X-
ray crystallography?.
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Figure 2.5.  The most common geometrical entities obtained as a result of different
coordination numbers

2.4.3.1 Hexaaqua TM complexes

A great number of TMs, and an even higher number of corresponding TM ions together with
various molecules that can act as ligands have created a plethora of different complex molecules. This
enormous amount of TM coordination compounds is being enriched every day since novel
experimental techniques and tuning of experimental conditions provide a possibility to combine these
small fragments in different, and until that moment unknown way. Newly synthesized complex
molecules may look-alike, yet have considerably different characteristics and properties.>*-6 The first
class of molecules that will be in the focus of present research is made from first-row TM hexaaqua
complexes. These molecules hold great historical importance since water represents the most
abundant and most affordable “universal solvent”, and consequently most of the fundamental
experiments have been performed in an aqueous medium. For this reason, hexaaqua coordination
compounds, of general formula [M(H20)e]™ (Figure 2.6.), will be in the focus of the present thesis.
In our research, we will consider only six water ligands surrounding the TMs, since the first
coordination sphere have the strongest impact on the electronic structure of the metal ions. Aqueous
medium, in which these kinds of complexes are formed, will also create the second hydration sphere,
coordinated to the first through hydrogen bonds. This phenomena has been explored both
experimentally and theoretically in the past, and has no significant influence on the electronic
structure of hexaaqua coordination compounds.®’%°

28



Figure 2.6.  Structure of a TM hexaaqua complex of general formula [M(H20)s]"*

Another highly important aspect of complex formation in an aqueous medium is the fact that most
of the reactions start with the formation of proper [M(H20)m]"" ions®%-%% which are later transformed
(due to the ligand exchange processes) into more complex ones. TM aqua complexes are useful
models for investigation and elucidation of the electronic structure of metal oxide species present in
photocatalytic water splitting process® © and Fenton® reactions. For all these reasons,
characterization and in-depth investigation of TM hexaaqua complexes are of utmost importance for
any coordination chemist. These complexes have been the subject of many scientific types of
research, and much has been done in both experimental and theoretical fields. Much more should be
done since nowadays we have more advanced experimental techniques able to resolve old
uncertainties. On the other hand, theoretical tools, such as DFT, are powerful enough to provide us
the insight into the electronic structure of these molecules and based on collected data, ensure our
understanding of even more complex species.>® 6769

2.4.3.2 Iron (the irreplaceable pillar)

As it was already stated, until now, we live in the “Iron Age”, and Fe can be considered as one of
the most important metals, for many reasons. First of all, iron, in the form of chemical compounds,
is among the most abundant elements in the Earth's crust.”® For this reason, Fe found its application
in various aspects of human’s daily life.”*"* The most interesting characteristic of this metal is its
behavior in the presence of an external magnetic field. Although a macroscopic piece of iron exhibits
a nearly-zero overall magnetic field, the external field will magnetize the metal surface, and unpaired
electrons (located in the valence shell of iron) will be utilized for reinforcement of external field.® 7
This phenomenon found an important application for manufacturing electric devices that are
supposed to channel or transform magnetic fields.”* This unusual effect can be “captured” with
appropriate modifications of the metal, thus iron can be turned into a permanent magnet.
Nanomaterial science sees iron as one of the most important metals for medical and technological
applications since by rational design characteristics of this metal can be even more enriched and
enhanced.’”® Second, and more sophisticated application of iron, has been established by “mother
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nature” herself. Anion of this TM is located in the center of proteins, which are essential for vertebrate
breathing processes and metabolism. Iron is giving these proteins the ability to transport oxygen
through the bloodstream and store it in the muscles.”” "® Since iron can be considered as a source of
life and one of the main pillars on which modern technology and industry are standing, we will pay
special attention to this metal and its coordination compounds.

2.4.3.3 Iron oxo/hydroxo complexes

Iron-oxo, as well as iron-hydroxo molecular species (Figure 2.7.) are well known due to their
great biological importance and the fact that they act as the active sites of various heme and non-
heme iron enzymes, thus govern and influence reaction mechanisms.”® 8 For this reason, they remain
under constant scrutiny and consequentially various oxo and hydroxo-iron complexes were reported
and well-examined.®"*8 In chemical compounds, Fe can be found in various oxidation states (from -
2 to +6)%, yet the most common ones are +2 and +3. Unlike metal salts and regular TM complexes,
metal centers in hydroxo complexes are in most cases characterized by a high oxidation state'® (such
as +4), and even higher (almost exotic) oxidation states in the case of oxo complexes®® 10 192 (sych
as +5 and +6). lIron-oxo and corresponding hydroxo analogous complexes serve as extremely potent
bio-organic catalysts, able to promote chemical reactions that are practically impossible to happen
without their presence. Such “activation” potential can be attributed to the various possible ionic
states of the central metal ion and chemical interplay between different spin states.% 101 103 Since
electronic structure represents the central dogma of mechanistic and energetic pathways, accurate
description of this delicate property should provide us a fresh perspective, and understanding of these
reactions, as well as many important processes in which they are included (for example, breathing).%

Figure 2.7.  Structures of an iron-oxo and an iron-hydroxo model complex of general
formula [MO(L)s]" and [MOH(L)s]™
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2.4.4 The concept of molecular symmetry

As it can be concluded from the Chapter 2.4.3., TM complexes exist in defined geometrical
shapes (with possible imperfections) depending on the coordination number and the type of the
ligands. Description of geometrical aspects of complex molecules, as well as their various properties,
such as spectroscopic data and magnetism, is closely related to the concept of symmetryl%>-197,
Mathematical rationalization and systematical description of symmetry are named the group
theory!®®. Such a complex scientific area is out of the scope of the present thesis, thus the main
foundations necessary for the understanding of presented work will be covered in this chapter.

Molecular shapes and geometrical characteristics can be described in terms of the symmetry
operations they possess. Symmetry operation (such as rotation, inversion or reflection) resembles an
action performed on an object (in our case, a molecule) which permutes the object into a state which
cannot be distinguished from the initial one. In other words, after the action has been carried out, the
object will look the same. Molecules can be described and classified into symmetry point groups,
which represent a combination of symmetry elements based on available symmetry operations.
Assignation of the symmetry point group of a molecule, which requires the determination of all
possible symmetry elements present in that molecule, is based on the symmetry around a point in the
molecule that corresponds to the central atom or the geometric center of the molecule. In the case of
TM complexes, the central metal ion is at the same time the geometric center of the molecule. Another
essential information that should be kept in mind is that the examined molecule should be placed in
xyz coordinate system in such a way that z axis can be considered as principal axis, and as such it
should pass through the molecular center of symmetry and contain the symmetry operation of the
highest order.

In order to get a clear picture, it is convenient to exemplify the concept with a practical case, thus
in Figure 2.8. a model complex of general formula MLs in trigonal-bypiramidal geometry (in Dz
symmetry point group) is examined. The principal axis, passing through the central metal ion and two
axial ligands, is characterized as Cs axis, since the rotation by 120° will result in an indistinguishable
structural arrangement. An identical structure would be obtained if a rotation by 180° is performed
about any of three M-L bonds in xy plane, thus these three axes are characterized as C, axes (three C;
elements). Combination of these specific operations declares this molecule as a member of D point
group. Moreover, besides mentioned elements, present model system contains also three vertical
planes of symmetry (each passing through one equatorial M-L bond and the principal axis), yet due
to the simplicity, only one is shown in the figure (dotted square). Another plane of symmetry,
containing all M-L equatorial bonds, is located in horizontal compartment passing through x and y
axes (dotted triangle). When all present symmetry elements are considered together, this specific
model system can be assigned as belonging to D3, symmetry point group. Table 2.4. contains the list
of point groups with corresponding symmetry elements.
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Figure 2.8.  Symmetry operations for trigonal-bipyramidal model complex of general

formula MLs, in Dan symmetry point group

Table 2.4. Symmetry point groups

Point group Symmetry elements present in examined molecule

Cs One plane of symmetry

Ci A center of symmetry

Cn One n-fold rotation axis

Dn One n-fold rotation axis (about the principal axis) and n horizontal twofold axes

Cnv One n-fold rotation axis (about the principal axis) and n vertical planes

Chnh One n-fold rotation axis (about the principal axis) and one horizontal plane

Dnn One n-fold rotation axis (about the principal axis, as for Dn), one horizontal
plane, and n vertical planes containing the horizontal axes

Dnd One n-fold rotation axis (about the principal axis, as for Dy), and vertical
planes bisecting angles between the horizontal axes

Sn Systems with alternating axes (n =4, 6, 8)

Coov, Dooh Linear systems with an infinite rotation axis

Ta, On, O, In, I Special groups: tetrahedral, octahedral, cubic and icosahedra

Energy of the molecule must be independent of the symmetry operations, thus the Hamiltonian
must stay preserved in any point group. In this regard, similar to how we treat the molecules, every
orbital is characterized and governed by certain point group symmetry operations. As such, orbitals
form a basis for matrix representations called the irreducible representations (irreps). Representations
are subsets of the complete point group, and they indicate the effect of the symmetry operations on
different kinds of mathematical functions, such as orbitals. In other words, irreps will give us an
insight how an orbital will behave if a molecule is exposed to a symmetry operation. The irreps of a
point group are labeled as follows:
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Table 2.5. Irreducible representations labels and corresponding characteristics

Symmetry Characteristics
label

A Symmetric with regard to rotation about the principal axis

B Anti-symmetric with regard to rotation about the principal axis

E Representation is double degenerate, thus both functions must be treated as
a pair and cannot be considered individually

T Representation is triple degenerate, thus all three functions must be treated
as a threesome and cannot be considered individually

g Symmetric with respect to the inversion center

u Anti-symmetric with respect to the inversion center

Table 2.5 contains all most important labels and their characteristics, yet for more information
about irreps, as well as complete character tables!® for chemically important point groups can be
found elsewhere.!*°

2.4.5 Orbital Splitting (discrete layers in a nutshell)

Despite the simplicity of CFT and its successor LFT, these two models provide an extremely
useful description of events that “occur” inside a TM ion surrounded by specific ligands. One
important aspect, which should be highlighted here, is the fact that these methods take into account
spatial and electronic symmetries that TM containing complex molecules possess. In chemical
microcosms, as well as in any other layer of the world around us, symmetry will ensure stability and
will be essential for many dynamical and nondynamical processes. CFT and LFT utilize symmetry
properties of both metal orbitals, and ligands introduced to the metal environment. In particular, the
concept of LFT describes the breaking of the degeneracy® *° of metal subshell when the atom or ion
is placed in any chemical environment different from the spherical.

Namely, bare TM ion in the gas phase (absence of any external field) possesses a spherical
symmetry, which means that the d-subshell contains five d-orbitals of equal energy (five degenerate
orbitals). However, when point charges (in our case ligands) are introduced to the system, the energy
of these orbitals is lifted, and a separation in energy takes place. The way ligands are approaching the
central metal ion can be defined in terms of x,y and z axes, thus depending on the coordination
number, number of the ligands and their orientation, the symmetry of metal’s environment can be
determined. Since d-orbitals project well out to the periphery of the central metal ion, they are strongly
influenced by the surrounding, and the energy of every orbital will, in turn, depend on the amount of
interaction with the ligands. In other words, metal orbitals will adopt the symmetry characteristics of
the environment. It is now important to realize that any possible symmetry TM complex can adopt
will be lower than spherical, and in this way, the degeneracy of five d orbitals is shattered.
Consequentially, five d-orbitals will no longer have the same energy and their precise occupancies
(valence electron arrangement) have to be redefined. This multi-component phenomenon can be
described in a step-by-step fashion, whereby on one side we have spherical symmetry of the central
metal atom/ion, and on the other ligands which are approaching the metal in most symmetric way
possible. The pattern of orbital differentiation and resulting orbital energies depends on the symmetry
of ligand arrangement. A representative example of highly symmetric octahedral TM complex
formation can be seen in Figure 2.9.
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Figure 2.9.  Formation of highly symmetric octahedral complex and resulting symmetry
guided differentiation of d-orbitals

As it is shown in Figure 2.9., in the first step, five d-orbitals are degenerate and energetically
equivalent. In the second step, ligands have formed six coordination bonds and constructed the
coordination sphere, while establishing the highest possible symmetry. As the labeling suggests,
orbitals dxz, dy; and dxy orbitals are placed between coordination axes, which make these orbitals
energetically equivalent, since the amount of ligand interaction is equal for all of them. On the other
hand, orbitals d,?> and dx?y? pass through the coordination axes, directly towards the negatively
charged ligands, which defines these two orbitals as the second set of equivalent orbitals. These two
orbitals will be higher in energy, than the previous three, due to the more intense interaction with the
ligands. In this way, approaching ligands are differentiating five initially degenerated d-orbitals into
one set of triply degenerate and one set of doubly degenerate orbitals. As it can be clearly seen, the
symmetry of the created coordination sphere is governing the pattern of the energetical separation
(split). Triply degenerate orbitals with the symmetry label to4 are lower in energy than the set of
doubly degenerate orbitals with the label eq, and the energy difference between these two sets is
known as the orbital splitting A. This simple graphical model holds an important concept, suggesting
that if the splitting is large enough available electrons will populate lower set (t2g) of degenerate
orbitals, but on the other hand, if the splitting is small, some of the available electrons will be able to
accommodate energetically higher eq double degenerate level (Figure 2.10.).
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Figure 2.10.  Population of d-orbitals in an octahedral d® TM complex, depending on
orbital splitting A

The best way to obtain a precise pattern of orbital splitting, caused by the symmetry lowering, is
to consult the character tables of symmetry point groups. Although different coordination geometries
are attributed to different symmetry point groups, perfect geometry doesn't really exist in the world
of molecules. When we describe a TM complex as octahedral, it means that the TM ion is surrounded
by six ligands in the “octahedral” arrangement, thus obtained orbital sets are never completely
degenerate. Nevertheless, character tables can be successfully utilized in order to sort and classify
(approximate) orbitals similar in energy into defined sets like tog and eq. According to the tables, when
going from a spherical symmetric TM ion to a complex in Oh point group, d-orbitals are split into Tag
and Egq irreps. Using the tables, we are able to follow the change of specific irreps during descent in
symmetry. In Table 2.6. the change of irreps can be observed while going from the spherical to
idealized octahedral (O), to square-planar (D4) and trigonal (D3) ligand fields. As an example, we can
use an octahedral complex with general formula MLs and assume that one ligand has dissociated,
whereas five remaining ligands will rearrange and form a trigonal-bipyramidal geometry. Newly
established geometry will belong to Dz point group, and in turn, the splitting pattern will change.
Orbitals dx?y? and dxy, as well as dx, and dy; will belong to two sets of degenerate E irreps, whereas
d-? will belong assigned as A irrep.

Table 2.6. Correlation table for descent in symmetry

R3 O D4 Ds

S A A1 A1

P T Az +E A +E

D E+T Ai1+B1+B+E A1+ 2E

F A+T1+T2 Az +B1+ B2+ 2E AL+ 2A: + 2E
G AI1+tE+T1+T2 2A1+A2+B1+B2+2E 2A:1+ A2+ 3E
H E+2T1+ T2 A1+2A>+B1+B2+3E A1 +2A2+4E
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The convention is to label orbitals with lowercase letters and irreps, as well as states, with the
uppercase symbols. The same philosophy holds for splitting of the terms upon descent in symmetry.
All correlation tables can be found elsewhere.1%% 111

2.4.5.1 Orbital splitting of Ti3* octahedral aqua complex

In order to gain a feeling about the order of magnitude of orbital splitting, it is convenient to start
with a practical example, and for this purpose, a hexaaqua Ti* complex will be used. This TM ion is
a good example not only due to its affinity to form octahedral complexes but rather due to the
simplicity of its electronic structure. Since this ion has only one electron outside the argon shell, it is
the simplest example we can consider with 2D ground term. As it was previously shown, the initial
fivefold degeneracy of d subshell of Ti®* is split by an octahedral field into two sets from which the
lower is triple degenerate (Tg) and higher double degenerate (Eg). Since only one electron is present
and available for an excitation, we can expect to observe only one d-d transition experimentally. Our
d! octahedral complex experimentally indeed shows only one relatively week absorption band
(Figure 2.11.) corresponding to 2T, _, ?Eq electron transition. The energy separation between two
degenerate sets of orbitals for hexaaqua Ti** complex is 20,300 cm™, and although very simple, this
absorption spectra holds great historical importance.!2
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Figure 2.11.  Experimentally determined electronic spectrum of [Ti(H20)e]*" in water

(spectre adopted form!13)

If it would be possible to replace all water molecules in the coordination sphere with some
other ligand, the octahedral environment would be retained, and a slight change in the energy
separation would be expected. By studying all known ligands in the presence of the same central
metal ion we know for sure that this is not the case, thus we can expect a significant difference
depending on the introduced ligand. In this regard, observations based n absorption spectra of TM
complexes led to formation of a so-called spectrochemical series!** 1° which sorts ligands by means
of increasing ligand field strength: I' < Br < CI' < OH" < F < H,0 < oxalate < pyridine < NH3 <en
<NO2 <CN".
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Although Ti%* ion has only one electron in d-shell, while going deeper in the TM group generated
ions will have a larger number of valent electrons. Depending on the number of valence electrons and
pattern of the orbital splitting, as well as on the energy separation of resulting sets of orbitals, electrons
will be unpaired and distributed trough all d-orbitals, or paired and located in the lower-lying orbital
sets.

2.5 Spin states in transition metal chemistry (the origin of versatility)

Every, but the simples one-electron system, can exist in different spin multiplicity (different spin
states). The simplest example (Figure 2.12.) is the one in which two electrons can be pired together
with opposite spin and create a singlet state, or unpaired and arranged separately with the same spin
and create a triplet state. Increasing the number of electrons is expending arrangement possibilities,
thus the number of spin states. Even though a certain electron system can possess numerous spin
states, the general trend is to label the arrangement with a maximal number of unpaired electrons as
the high spin (HS) state, and the arrangements with a maximal number of paired electrons a low spin
(LS) state. Every other electron arrangement between HS and LS state is called the intermediate spin
(IS) state. At this point, we have covered all basic concepts concerning the events occurring within a
TM ion placed in a ligand field, and thus we can discuss how LFT is resolving the main problems
arising from CFT. The answer is simple since LFT is introducing the concept of electron-electron
repulsion, defined as the pairing energy (IT). Pairing energy is changing, starting from d* and going
to d’ electronic configuration in octahedral environment. In simple words, IT can be defined as the
energy difference between the LS state and HS state, for a given number of d-electrons, divided by
the number of electron pairs destroyed by the transition between these two states. Pairing energy for
electronic configurations that can have close-lying spin states, can be expressed using Racah
parameters B and C (defined in the Chapter 2.2.1) and are presented in Scheme 2.2.116

I1(d*) =6B +5C
I1(d®) = 7.5B +5C
T1(d®) = 2.5B +4C
I1(d") = 4B +4C

Scheme 2.2 Expression of IT for various d" configurations, in terms of Racah’s parameters B and C

Since B is similar for different d" configurations, and C = 4B, any configuration at hand can be
easily compared with another. It is important to keep in mind that this is just a qualitative
consideration and that energy two-electron contributions for multideterminantal electronic states have
to be obtained by calculating the expectation value of the two-electron operator. In this regard, LFT
is combining the IT and A in order to determine the ground spin state.''’ Depending on the order of
magnitude of these two factors, certain TM complex will be in its LS (IT < A) or HS (IT > A) ground
state.®

Chemical species in different ground spin state will show considerable differences in physico-
chemical properties.t*® In order to exemplify, we can take two TM complexes with the same central
metal in the same ionic form, [Fe(CN)e]* and [Fe(H20)s]?**, from which the first one is yellow and
diamagnetic, whereas the second one is pale-blue and paramagnetic. Although both ions have the
same d® configuration, and the orbitals are split in the same way due to the octahedral ligand
environment, the nature of surrounding ligands has a drastic impact on the final electron arrangement.
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In the case of [Fe(CN)g]*, strong ligand field has created a larger orbital split and resulted with pairing
of all available d-electrons in the lower set of degenerate orbitals, thus forming a LS state. Unlike in
the first case, d-electrons in [Fe(H20)s]?" are distributed in all five d orbitals, due to the smaller energy
separation between two degenerate sets, and thus result with a HS state. Besides the color of the
complex, which can be easily detected by the bare eye, the ground spin state will strongly influence
important characteristics such as reactivity, and for this reason, this area of research has provided a
great number of experimental and theoretical investigations.''8

e

LS HS

Figure 2.12.  Two possible arrangements of two electrons in two orbitals, whereas LS state
represents the arrangement with a maximal number of paired electrons and HS state the
arrangement with a maximal number of unpaired electrons

Catalytic behavior of TMs!®%2! and their complexest?> 12 basically originates from the fact that
these elements can exist in various stable ionic forms, thus can act as mediators in redox reactions.
Another important aspect is the ease with which they can reach different close-lying excited electronic
states.'?#126 The possibility of reaching various energetically accessible spin states is explaining the
diverse chemical behavior of TM complexes. Besides influencing the speed and reaction rate, the spin
state of a reacting TM complex will, in most cases, define the reaction mechanism.?4 127:128 ynlike
the main-group compounds, TM containing moieties are mostly found in the HS ground state, having
two or more unpaired electrons located in d-subshell. In this regard, it is natural to presume that all
chemical reactions (even the thermal ones) involving TM complexes in its HS and main-group
moieties in LS should be “spin-forbidden” and most likely impossible to happen. Practically, there
are numerous studies showing that these “spin-forbidden” transformations usually occur without any
particular difficulties in various chemical reactions.?® 1*°

2.5.1 Electron transposition (birth of excited states)

Although we have already scratched the surface of this topic, in the scope of this chapter, we will
make a short sightseeing in the world of electronic structure and its possible reshaping. For this
purpose, we will utilize previously mentioned [Fe(CN)s]* complex. The ground state of the free Fe'
ion will be HS, since in the absence of the orbital splitting, all d-orbitals will stay degenerate (Figure
2.13.- left). After the coordination, the ion will change into LS ground state, due to the dominant
effect of A over I1 (Figure 2.13.- middle). Now let us introduce a perturbation (in the form of visible
light, for example) to our system, and promote one electron to the higher set of degenerated d-orbitals
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(Figure 2.13.- right). At this moment, we have taken the turn in the direction of excited states, and
are heading to electronic arrangements of higher energy.

Figure 2.13.  HS ground state of a free d® Fe'' ion (left), LS ground state of [Fe(CN)g]*
(middle), and the first excited state of [Fe(CN)s]* coordination compound (right)

After this one-electron promotion is finished, we have generated a so-called excited state, and on
our new path, we will have an opportunity to see many of these states (since there is a great number
of possible electron arrangements) with higher energy than the ground state. Although the change we
made in the electronic structure can look as delicate and negligible, in order for it to take place the
molecule accumulated a portion of energy, and in this regard is completely different from the initial
ground state. The excited molecule will have different electronic and vibrational spectra, thus a
different reactivity and chemical behavior. The change in chemical behavior is referred to as
photochemistry'31-133 pecause an external light source triggered it. The lifetime of an excited state is
short and goes from a picosecond to a microsecond. Such a short lifetime originates from the tendency
of the molecule to release an excess of energy and return to its initial stable ground spin state (keep
in mind that the ground spin state for some other complexes can be HS). Nevertheless, there are many
methods able to “catch” and analyze these short-living chemical species, as well as discrete partitions
of energy they are realizing.

Although our tour went smoothly, it is important to point out that this path of excited states is a
bumpy one. Depending on the number of d-electrons and the ground spin state of a complex molecule,
light absorption in most cases will not initiate only one-electron excitations, nor will in result with a
single excitation. Some systems will have a possibility to reach various excited states, which differ in
energy, thus will be characterized by a complex photochemical response. The excited molecule
relaxes and loses the excess of energy in various ways, such as radiationless relaxation (transfer of
the energy to the surroundings, in the form of heat), photochemical reaction, or by back-radiation in
the form of luminescence.!** Observing these photochemical responses is the best possible way to
learn about the electronic structure of molecules, as well as how a subtle change and encapsulation
of a discrete portion of energy can affect and modify the chemistry of a certain chemical species.
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2.5.2 d-d transitions (excitations in a nutshell)

Generally speaking, spectroscopic bands that emerge from transitions occurring in the d-subshell
are significantly lower in intensity than, for example, those originating from charge-transfer (CT)
excitations. Selection rules® “° are defining the probability of a certain transition, and according to
them, any transition between the states with the same parity (when the molecule possess the inversion
center) is forbidden, which means that no d-d (as well as s-s, p-p, s-d..) transitions should be observed
in the spectra of TM containing molecules. In this regard, d-d transitions in a highly symmetric
octahedral TM complex with the same type of ligand should be forbidden, yet can be experimentally
observed®> 1%, This phenomenon can be addressed to the fact that all molecules vibrate, and these
vibrations can affect and disrupt the center of symmetry which will further results with a d-d
absorption event. In general, CT absorption bands originate from transitions allowed by the selection
rules, thus are characterized by significant intensity. Another important aspect of selection rules
allows only transitions between states having the same spin, and this requirement is relaxed through
the introduction of the spin-orbit coupling (SOC)*"13® mechanism.

2.5.3 Charge transfer (excitations within a region)

Another excitation class of practical interest, since they frequently occur in the experimentally
measured spectrum, is the CT excitations. These excitations are defined as charge (electron)
dislocation from one point in space to another and can be considered as a transfer of a discrete charge
between a donor and an acceptor. The dislocation can take place between two different fragments
(functional groups) within one molecule, or for example, between a metal and ligands located in the
first coordination sphere. CT processes are characteristic for various kinds of chemical species and
have special importance in TM chemistry since they regularly appear in the spectra of this kind of
molecules.? 41 These excitations are characterized by broad peaks of high intensity and can in many
cases mask, or cover lower intensity peaks (like, for example, d-d transitions), which can be of greater
importance (especially in the field of TM spectroscopy). CT excitations are in most cases severely
modifying the quantum mechanical state of the system, and an additional amount of energy can lead
to deformations such as conformational changes of the ligands.!*? For this reason, it is important to
recognize and describe the origin and location of CT phenomena, yet a model such as LFT cannot
take into account CT, since it is restricted only to d orbitals.

2.6. Electronic spectroscopy (the insight into the electronic structure)

Spectroscopy is the technique of choice we are going to utilize in order to analyze and understand
chemical systems since it is the best way to gain insight into the electronic structure. The practical
importance of this experimental technique lies within the fact that electronic spectra can be measured
directly in a few minutes, and the desired information can be quickly extracted from obtained data.
The perturbation is initiated using ultraviolet and visible (UV/Vis) light source, which is 10 000-50
000 cm, since most of the important excitations usually occur in this range of the spectrum.
Basically, spectral properties are related to differences between the molecular ground state and the
excited states, obtained by external perturbation. Due to the very complexity and varieties in the
structure of different molecules, it remains very challenging to interpret the experimental spectra.
Electronic spectral bands are usually very broad, thus spectroscopic data cannot be used as a
molecular ‘fingerprint', nor can be utilized for the determination of functional groups, as is done in
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infrared spectroscopy. As we mentioned before, UV/VIS absorption spectra of TM containing
systems is constructed from a broad number of close-lying excited states (metal-centered, ligand-
centered, metal-to-ligand-charge-transfer and, ligand-to-ligand-charge-transfer). From such a high
saturation with electronic states of different nature within a limited domain of energy, originate the
differences in photophysical and photochemical properties of TM complexes- that at first glance can
look quite similar. Moreover, this is the main reason for the diverse and unusual characteristics of
different TM containing molecules, as well as for their versatile (sometimes even unpredictable)
behavior during photochemical reactions.®* 143146 |nterplay between various electronic states and
their interaction in different points of potential energy surface (PES)*" 148 can result in critical but
well-defined changes in the overall structure. Sometimes, these changes lead to the formation of
structures which can be significantly more reactive than the initial one. In this regard, the effect which
we can observe during an experiment as a response of the system to external light is completely
governed and defined by many concurrent sequential processes.

Hence, in order to provide a good understanding and interpretation of practical UV/VIS spectra,
the assistance of theoretical methods is more than mandatory. In the beginning, a theoretical approach
to excited state characteristics was mainly qualitative. Ground state electronic structure of the
investigated molecular system was resolved and clarified using the molecular orbital analysis. After
a successful theoretical description of ground electronic structure, the next logical step was the
determination of close-lying excited states and their energy separation from the ground state. Energy
differences are observed as transitions and assigned to experimentally observed bands. In time, theory
has evolved and gave birth to successful electronic correlation methods. With these powerful
theoretical tools, we are able to deal with multidimensional potential energy surfaces and describe
the nature and reactivity of electronic excited states. Nowadays, cooperation between powerful
modern computers, with impressive speed and storage capacity, and more efficient mathematical
algorithms have made these extremely challenging calculations possible. However, the time required
for a theoretical simulation to be finished will still depend on many factors like the chosen level of
theory, size of the molecular system, density of possible excited states, number and organization of
electrons populating the d-subshell and many others.

Depending on the level of accuracy and time required for a computation to be performed, there
are various methods, based on different mathematical formalisms, suitable for the description of
electronic structure and corresponding electronic spectroscopy of TM containing systems. For a long
time now, DFT is considered as the best compromise between computational time and accuracy, thus
forthcoming chapters will discuss DFT-based, as well as some other theoretical methods, designed
for the simulation of optical spectra.
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3. Theoretical and Methodological Background (the conceptual idea
of physical reality)

Previous chapters introduced to us the great complexity of the chemical world and physical
reality, which has its roots in the motion of microparticles. With Modern QM we can model and
hopefully get close enough to the real behavior of these objects, and in turn, understand the global
properties of much larger (molecular) objects. Besides the clarification and explanation of
experimental results, QM insight into the electronic structure is giving us an opportunity to conduct
a fine-tuning of molecular structure. In this way, scientists can rationally modify chemical and
physical characteristics of interest.

The quantum mechanical methods that do not utilize any system-dependent empirical parameters
are referred to as ab initio methods. These methods are categorized into two main divisions:*
1) the ones that are wrapped around the wave function as a central quantity, and
2) the ones that utilize the electron density, as a much simpler and intuitively closer starting
point

In theory, both approaches should be able to calculate the same exact energy as well as to describe
every observable we are interested in. Unfortunately, since the fundamental equations of quantum
mechanics are not exactly solvable, except for a few simple model systems, both methodologies are
practically aiming to find the best approximate approach for QM description of real-world problems
and observations. Wave function-based methods are considered highly accurate and very reliable
since they are in principle systematically improvable. The cost of this high accuracy is being paid
through computational time requirements, which depends on the size of the system under
examination. DFT methods are much faster and easier to handle, and at the same time can compete
in accuracy with previously mentioned techniques. The central paradigm around which this method
has successfully built itself is the idea that the energy and every experimental observable can be
extracted from the electron density. This simple concept first saw the light of the day in the late 1920s,
and has reached the level of maturity required to be considered as trustworthy.? 12 149151 The pext
chapter will cover the theoretical basis of molecular quantum mechanics. The main concepts will be
discussed in the briefest way possible since there are many sources in the form of textbooks, which
provide an excellent in-depth discussion of this topic.1®*% The interested reader is encouraged to
consult the literature in order to gain a more comprehensive overview of the history and the current
state of the art of this vibrant and diverse field of research.

3.1. Schrédinger equation and Hartree-Fock approximation

Any problem concerning the electronic structure of matter, including time, is covered and
unraveled by the SE. This famous equation, able to describe the complete dynamics of microparticles,
represents the basic principle of QM. The most general form of the SE is the time-dependent non-
relativistic SE:*

L OY A
Ih—=H
a

Equation 3.1

All components of the equation are described in the first section, where we presented the
reduced form of the same equation (Equation 2.1). The reduced form (non-relativistic time-
independent SE) is commonly used one since we are practically facing problems concerning atoms
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and molecules without time-dependent interaction. As it was already stated before, the “three-body”
problem stands as a solid barrier between us and the real energy of a system at hand (except for a few
trivial cases), since finding the solution for SE within all possible N-electron wave functions is
impossible. In order to overcome this barrier, we need to simplify the initial system and transform it
into a problem that can be practically solved, but more importantly, it should be a physically
meaningful approximation to the exact many-electron wave function. There were many attempts to
develop a suitable approximation and provide an accurate approximate solution to SE, and the most
prominent one is without a doubt the Hartree-Fock (HF) approximation. Within the framework of HF
the simplest, yet physically reasonable approximation to the complicated wave function is utilized.
Besides being the central pillar of almost all wave function based quantum chemical methods, HF
holds great conceptual importance, and most important schematic aspects will be discussed in this
chapter. For a detailed outline and theoretical background of HF, as well as some other more
sophisticated methods, one can consult the book written by Szabo and Ostlund. %2

In the HF method, the complicated many-electron problem is simplified by converting it to a one-
electron problem, placed in a shell created of all remaining electrons. In other words, one electron of
choice is being encapsulated in the effective “field” of all other electrons (and all the nuclei), thus the
electron-electron interaction is treated in an average way. The whole idea is based on a simple
equation:

R =&
Equation 3.2

where F is the so-called Fock operator, and holds information about the average potential
experienced by the i-th electron (due to the presence of all other electrons). ¢ is the one-electron

wave function (spin-orbital) and thee, is the corresponding orbital energy. The operator for the
electron in orbital i is expressed in a form:

Equation 3.3

where h, stands for the one-electron term (holding kinetic energy and electron-nuclear attraction
potential contributions) and symbols J; and K; represent the Coulumb and the Exchange matrix
elements (whereas Ji and Ki represent the corresponding operators).
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Equation 3.5
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The first matrix element describes the classical Coulomb electron-electron repulsion, whereas the
second term takes care of the fact that two electrons of the same spin cannot occupy the same region
of space (Exchange hole).

The way to express many-electron wave function, in terms of one-electron wave functions, that
satisfies the anti-symmetrization requirement is called a Slater determinant (SD). HF equations
contain unknown spin orbitals, both as a solution and as an integral part of Fock operator, thus they
need to be solved iteratively,and this is achived by self consisted filed (SCF) procedure , which relies
on a simple mathematical idea. Namely, one can make an initial guess of spin-orbitals, and calculate
the interaction of each electron with a smeared cloud of electron density originating from all other
electrons. After obtaining the result for the first guess, one should solve Equation 3.2 for a new set of
spin-orbitals. Each time the chosen set is changed, a new potential field is obtained, and this process
is repeated until self-consistency is reached. After wave functions, energies, and other chosen criteria
differ less than a chosen threshold, the SCF procedure is finished successfully. Finished SCF
procedure and the solution of HF eigenvalue problem results with a set of HF spin-orbitals. Orbitals
with the lowest energy represent occupied orbitals. The SD constructed from these orbitals is the HF
ground state wave function. Since there is theoretically an infinite number of HF solutions, the “real”
approximate solution is achieved by introducing a set of spatial basis functions and SCF variational
minimization will construct the best possible orbitals from the given basis. It is important to mention
here that the application of K spatial functions will yield a set of 2K spin orbitals (since the general
occupancy scheme, one electron per spin-orbital, combined with fermionic nature of electrons require
a K set with o spin and a K set B with spin electrons). An increase in basis set functions will result in
the lowering of the HF energy since there will be more flexibility in the expansion for the spin-
orbitals, and this will continue till the point where the energy is not changing anymore. This point is
known as the HF limit, and a further increase of basis set functions will not influence the result.

Considering the conceptual simplicity and efficiency of HF methodology, it is not unusual why it
became the historical milestone of quantum chemistry. The main disadvantage, which we can
consider as a serious pitfall, arises naturally at the moment when it has to describe and accurately
approximate the exact particle-particle interaction. Namely, as mentioned before, our individual
electrons are being surrounded with a smeared cloud of electron density originating from all other
electrons, thus there is a probability for two electrons to be located within a small spatial volume
(practically next to each other), and at very distant points.®2 This probability originating from the
basics of HF is essentially incorrect since every electron correlates its motion relative to the motion
of all other electrons in order to maximally reduce the electron-electron repulsion (Coulomb hole).t3’
Due to the anti-symmetrization of starting wave function, required by the fermionic character of
electrons, the method is prepared in advance to catch and take into account the exchange hole. On the
other hand, with the lack of variational flexibility, the method is unable to “see”, nor describe the
Coulomb hole, leading to final energy, which is always higher than the “real” one. The absence of
any correlation between the electrons of the opposite spin, as opposed to some degree of correlation
for the same spin electrons, leads to the artificial stabilization of the configurations with more
unpaired electrons at HF level of theory.*®

3.1.1. Post-Hartree-Fock methods

The energy calculated by the HF method will always be higher than the “exact” one, and this
well-known error, called the correlation energy?, represents the main problem rooted in many-body
theory. As it was discussed in the previous chapter, this technical failure originates from the
incapability of the method to describe and define the correct amount of electron-electron interaction.
Much progress has been made during continuous attempts to correct the error, and during this process,
many sophisticated methods have been developed. These so-called post HF methods intend to take
into account the electron correlation missing from the HF.1>3334 Electron correlation is further split
into two different contributions: static correlation (originating from an inadequate single determinant
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description of the ground state) and dynamical correlation (originating from the fact that electrons
need to correlate their motion in order to minimize the electron-electron repulsion).* *” The “exact”
wave function of a many-electron system cannot be defined as a single determinant, nor a simple
combination of few determinants, thus one of the most important methods, able to overcome this
problem, are Cl approaches, as well as Mgller—Plesset perturbation theory (MP), coupled-cluster (CC)
methodology, vide infra. ClI methodologies represent a wave function as a linear combination of
several SDs (electronic configurations), with variationally obtained coefficients (each SD
contribution). If we would take into account all possible SDs, the method would be called a full-ClI,
which represents the exact solution of non-relativistic SE, within a given basis set. Unfortunately,
because of the high computational cost, this calculation would require, this method is not available
for most of the real-life applications. In practice, we usually have to focus our attention to some,
chemically important, set of occupied and virtual orbitals and in turn create SDs within this limited
“active space”. Generally, this approach is able to capture most of the static correlation, but on the
other hand, we need a large active space to accurately capture a significant dynamical correlation
present in TM complexes. We can add a perturbational correction to the energy, and fix this problem
to some extent, but the success of the correction strongly depends on the quality of the initial wave
function. The perturbation approach can be utilized directly on the HF wave function (MP" methods),
but, since the initial wave function has even lower quality, and the method does not capture static
correlation, it is not very useful in the case of open-shell TM systems. Finally, CC methods are the
most accurate of all the abovementioned approaches but are singledeterminantal in their basic
formulation (although there is multideterminantal extension of CC methodology). Besides the lack of
static correlation, high computational cost is considered an additional problem, thus in order to be
applicable to regular TM systems, additional approximations are required.

3.2.  Density Functional Theory (a brief overview)

At this point, an introduction to DFT properties supported with a dash of raw theory will be
provided, with the aim to familiarize a newcomer with the power of computational chemistry and its
irreplaceable application in the field of TM coordination chemistry. | will not go into every detail
hidden from the other side of the curtain, since there are many great books® 162 dealing with the
theoretical background, but rather define main properties of the method responsible for its great
performance on the scientific stage. A brief overview will introduce the reader to various advantages
and possibilities of this methodology, as well as some well-known practical issues we are facing while
working in our theoretical DFT laboratories.

The whole story started™® %3 Jong ago, with two men, Llewellyn Thomas and Enrico Fermi,
shortly after the introduction of the famous SE*%4. The real foundation for DFT as a (mathematically)
exact theory was established by Pierre Hohenberg and Walter Kohn, who proposed a reformulation
of the famous SE*®° 166 The rapid development of quantum chemistry brought scientists to realize that
the wave function, which was considered as irreplaceable for a proper description of microparticle
dynamics, contains much more information than they actually need. The intention was to recreate the
initial equation, based on the N-electron wave function of 3N variables and reduces its complexity by
developing a new equation based on electron density with only three variables.'®® Electron density is
not only much simpler than the wave function but also can be determined and described
experimentally. The proposed modification would give us an opportunity to step back from the search
for the actual wave function of the system, and use the ground state electron density po(r) in order to
obtain the energy Eo and all other ground state molecular properties. Suddenly this promising path
which should take us to the resolution of any problem at hand, led us to a dead-end since the
Hohenberg-Kohn theorem does not tell us how to extract the Eo, nor how to define and describe po(r)
without first finding the wave function. Not long after the initial idea of reformulation, an important
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breakthrough was made by Kohn and Sham, who created new, simplified equations. These new
equations, based on the Hohenberg-Kohn theorem, named the Kohn-Sham (KS) equations'®®, have
brought DFT one step further to the application to real systems and real chemical problems.
Schrodinger-type description of electronic structure, in which electrons move within an external
potential (produced by charges or fields external to the system of electrons- in our case by the nuclei)
while interacting with each other, is being simplified by KS equation

- sl ()= (0

Equation 3.6

which is placing the electrons in defined effective potential, and describes their movement as
independent and noninteracting (fictitious non-interacting system with the same density as the real
one). The notation vks[p] present in this equation is suggesting to us that the Kohn-Sham potential
(vks) has a functional dependence on electron density (p(r)), which is expressed as

0CC 2

p(r) =iZ|¢. (r)

Equation 3.7

General potential, which can be written in a mathematical form as

Uks [ P)(1) = Vtarwee [ P](1) + Vs (1) + 05 [£](T)

Equation 3.8

is composed of the Hartree (Couloumb) term, the external potential generated by the nuclei, and the
exchange and correlation (xc) potential. The first component vrartree[p](r) is introducing to the
calculation the electrostatic potential originating from the electron charge density and can be given

by

UHanree(r):j p(r') d rl

[r-r]

Equation 3.9

The external potential vext iS constructed of bulk individual nuclear potentials located at the centers
on each atom present in a specific system,
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Equation 3.10

where v, represents the attracting force established between the fixed nucleus and surrounding
electrons. Finally, the last component vxc[p](r) is the exchange (xc) potential, and represents the
functional derivative of the exchange-correlation energy (Exc)

Equation 3.11

In order to accurately describe and calculate the ground state energy, we need to define the
electron kinetic energy, corresponding interelectronic repulsion, the electron-nuclei interaction, and
correct all the terms so they could describe the real system instead of fictitious one (with
noninteracting electrons). In this regard, the total energy of a certain system is described within Kohn-
Sham theory as

EDFT:—OZT: J‘dgr;ﬁ,’*(r)%}I (r)d3r+jd3ruEXT [p](r)d3r+%Id3rjd3r'—p(r)p(rl)d3rd3r'+ Evc

rr]

Equation 3.12

The equation is composed of four terms, which are the non-interacting (Kohn—Sham) kinetic
energy, the external potential, the Hartree and the Exc energies, respectively. Although specific
information can be found in the literature, in order to understand the advantages and limitations of
this definition, we will describe all the mentioned terms in some more detail.!>® 67 First term,
representing the kinetic energy of electrons cannot be accurately calculated from the density, and for
this reason, we introduce KS orbitals to the calculation (their second derivative is related to the Kinetic
energy of the fictitious non-interacting system). The variational algorithm is being used to recombine
and reorder initial KS orbitals, and these variationally generated solutions are determining the
electron density p. This approach strongly resembles the one incorporated in HF theory, and at this
point, we are backstepping from the initial attempt to describe and calculate the energy using only
the electron density. Obtained kinetic energy cannot be considered as an exact and needs additional
corrections since it originates from fictional KS orbitals and noninteracting electron particles. The
second term can be considered as exact since it provides us information about the interaction of
previously defined electron density distribution with the external potential created by the static nuclei
centers. The third term, which is identical to the Coulombic interaction term in HF theory, represents
a model in which electrons are placed separately in a continuous electron density distribution
developed by the presence of all surrounding electrons. The final term, or exchange-correlation
functional, should, in principle, contain the correction to all the previous contributions. After
introducing the KS equation to the initial equation, we end up with an expression which represents
the root of almost all DFT codes, and is written as:
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Equation 3.13

The previously mentioned equation is the reason why DFT was transformed into a “semi-
empirical” method during its development. Since the exact form of XC term is unknown, in
forthcoming chapters, we will name the various model Hamiltonians the exchange-correlation (XC)
approximations. In this way, we will address the concept of exchange-correlation functional to the
unknown, exact, formulation of this expression. By analogy, various approximations to the
Hamiltonian in DFT will be called density functional approximations (DFAs). Approximations that
we can introduce to the calculation, by means of different DFAs, will strongly influence the
description of a chemical problem and will have a considerable effect on the obtained result. A vast
number of DFAs have been reported during the last few decades. Many of these functionals have
been specially developed for the description of specific chemical characteristics, and many more had
to be designed and tuned for the treatment of new chemical problems. In order to choose a convenient
DFA for a problem at hand, one must be experienced and well informed about the chemical system
under investigation. Although DFT possesses a whole specter of different functionals, in the next
section, we will mention and shortly describe only the ones with historical importance since they have
basically given birth to all new DFAs.

At this moment, | have introduced to you the main engine parts, and hopefully clarified the basic
concepts responsible for the functionality of DFT machinery. Now we can proceed further and get
familiar with possibilities and capabilities, as well as with the richness of results our DFT laboratory
can provide.

3.3.  Why DFT and not “the others”

The main goal of computational chemistry is to provide an accurate description of electronic
structure, as well as resulting physico-chemical properties, and to attribute chemical sense to these
observables. Another important factor is to create a computational model that does not take a lifetime
to generate the required results. Two main factors contribute to making accurate computational
prediction challenging: i.) Size limitations. In many cases, a molecular system of interest is a large
molecule constructed of various atoms. Many TM complexes, besides the central metal ion, which
has its own complex electronic structure, contain various ligands with conformational freedom.
Hence, in order to limit the length of calculations, suitable simplifications and approximations are
included through the choice of DFAs. ii.) Methodological limitations. As mentioned earlier, in order
to achieve higher accuracy, more computational time is required, hence some calculations can last for
days or weeks, even for medium size systems. While showing a reasonable compromise between
accuracy, system size and computational time requirements, DFT became the most popular method
for studying and investigating small to medium size molecules, as well as troublesome TM
complexes. Primary depending on the functional of choice, calculations can be further improved by
including solvation effect, tuning the basis set and numerical grid, or applying an additional correction
for zero-point energy, etc. Even though DFT has become a necessary tool for completing and further
explaining the experiment, it has some well-known shortcomings®” % such as self-interaction
errors'®®, medium- to long-range correlation errors!’® and tendency to neglect dispersion effectst’?.
All these insufficiencies are being compromised because of the impressive efficiency and accuracy
of this powerful theoretical engine.
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3.4. DFT flavors

DFT method is, in principle exact, yet the exact form of exchange functional is unknown, meaning
that the calculated energy can be more or less close to the exact one. Universal DF is still unknown,
and there is no perfect algorithm that can provide the “true energy”, or describe all required properties
of a system under investigation. All existing DFAs have well-known advantages and drawbacks, and
even though DFT has reached a level of maturity where it is considered as a trustworthy method, it
still suffers from some childhood illnesses. Further development of DFT is focused on the
investigation of existing functionals performances and aims to improve the exchange-correlation part
within the framework of the Kohn-Sham method. All existing DFAs can be classified into six primary
groups: local density approximation (LDA), generalized gradient approximation (GGA), meta-GGA,
hybrid DFAs, double-hybrid DFAS, and range-separated DFAs.

3.4.1. Local Spin Density Approximation (LDA)

LDA"2 exhibits a dependence only on the electron density distribution in every point of space.
The energy of a system is obtained through a simple integration of electron density point values. In
other words, one specific electron at a time located at a specific point in the space is used for
determining this point’s contribution to the total Exc of the system. Within the framework of this

approximation, local exchange ¢, [p(r)] and correlation term &, [p(r)] are being treated separately
as individual contributions, and mathematical form can be written as:

E[p(n]=](e (p(r)+e (p(r)))p(r)d*r

Equation 3.14

This relatively simple description emerged from the fact that LDA uses the exchange-correlation
energy of the homogeneous electron gas, evaluated from the charge density at the point r under
consideration. Effectively at a specific point in the spacer, p = p (r) and Exc is equal to the exchange-

correlation energy for the electron-gas system, which has a homogeneous charge density p . This
statement can be considered as correct as long as inhomogeneity p (r) is negligible. Since the

electronic density distribution in a molecule is certainly not homogeneous, this rudimentary LDA
approximation becomes the main pitfall of this method.

Form of LDA, capable of placing electrons with an opposite spin in different spatial orbital, and
in this way treating them separately, is known as Local Spin Density Approximation (LSDA). This
generalization of LDA can be considered as more advanced and performs much better than the initial
DFA for open-shell systems, as well as for near dissociation and weak bonds geometries (the same
conclusion applies for HF and other DFAs). Considering the general simplicity of LDAs framework,
this DFA can be considered as extremely efficient and applicable for the description of various
physico-chemical properties. 157 LDA has a well-known tendency to underestimate and shorten bond
lengths during geometry optimization. This phenomenon arises from the fact that LDA works with
homogeneous electron gas, and although this can be considered as an error, geometrical parameters
obtained with LDA are in most cases in good agreement with the data extracted from crystal
structures®’®, even for the cases in which TM are involved. Good agreement can be addressed to the
shortening of the bond lengths in crystal structure caused by compact crystal packing. Nevertheless,
LDA showed much better performance for geometry optimization than some advanced and more
sophisticated DFAs. LDA works surprisingly well for calculation of vibrational frequencies and
dipole moments, as well as some molecular characteristics which depend on geometrical properties,
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like, for example, the Jahn Teller (JT) effect!’* 1>, However, this DFA fails to accurately calculate
the atomization energies, as well as molecular properties of systems with complex electronic structure
(like TM systems, having a lot of close-lying electronic states with various multiplicities).1’

In order to better understand and describe electron density, since it is not a local property of
molecular systems, and provide more accurate results, various DFAs that go way beyond LDA have
been developed. These advanced DFAs, which show much better performance, if compared to LDA,
differ among each other by the additional functions they introduce to a particular simulation. Better
performance can be established if functions of the gradient (Vp) are introduced, and these
functionals are known as Generalized Gradient Approximation (GGA) DFAs, as well as Laplacian (
V?p) of the density, which we call metaGGA DFAs. With these new functions introduced, an
improvement of the results can be expected, since within the framework of these DFAS the regions

where density varies rapidly with position (regions close to nuclei) are being treated differently than
the regions where density varies slowly (regions far away from the nuclei).

3.4.2. Generalized Gradient Approximation (GGA)

Although LDA can be considered as highly accurate, if we take into account its conceptual
simplicity, the performance of this DFA showed to be insufficient for most applications in modern
chemistry. In the beginning, the moderate accuracy of this DFA was more than enough since it was
mainly employed for investigations in the field of solid-state physics. Attempts to determine the
reasons why a simple approximation such as LDA works so well led to the development of an
enhanced approximate functional. This superior DFA was born from the idea of using not only the
information about the density at a particular point, but to enrich the initial principals with valuable
information about the gradient of the charge density, and in this way step much closer to the
interpretation of the “real” density.

In principle, generalized gradient approximation (GGA) DFA can be considered as a function of
the spin densities plus their gradient, as shown in equation:

E, coa :IgXF(s)d?’r

Equation 3.15

As it can be seen, GGA exchange can be expressed by means of Slater’s LDA exchange contribution,
and supplemented with F (s) factor, which is a function of reduced density gradient (s), and can be
written as:
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Equation 3.16

The reduced density gradient (s) can be understood as a local inhomogeneity parameter.t Up till
now, several options were proposed for the description of the explicit dependence of F on the densities
and their gradients, including semiempirical functionals. It is important to mention that mathematical
and systematical construction of an advanced DFA is, in most cases, dictated by the accuracy of
obtained results, not the physics or chemically meaningful concepts.
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3.4.3. Meta GGA Approximations

Standing as an enhancement of GGA functional, meta-GGA (MGGA) enriches the initial
approximation with the Laplacian of the density (V?p) and/or the kinetic-energy density 7 . The
typical expression for the MGGA exchange can be written as

EQ"CGGA[,O]:J‘ f (p,Vp,Vzp,r)d3r
Equation 3.17

Although this DFA has extended and more complex conceptual basics, since it uses the second
derivative of the electron density and/or non-interacting kinetic energy density as a part of the input
information, in practice it does not ensure any significant improvement if compared with its parent
GGA.l®

3.4.4. Hybrid Approximations

As was mentioned before, LDA and GGA functionals tend to shorten the bond lengths, thus
generate an overbinding effect. On the other hand, the HF method performs differently, and calculated
bond lengths are somewhat weaker and longer than experimentally observed. Admix a portion of HF
into the pure DFAs, will result in an increase in accuracy. Since it was many times practically
confirmed that the exchange contributions are significantly larger in absolute values than the
corresponding correlation effects, rational tuning of these contributions further improves the results.
Thus, in order to obtain an accurate result, and create a trustworthy method, a precise expression for
the exchange contribution is mandatory. Since the exchange energy of a specific SD can be calculated
exactly, the most promising way to reach the “exact” exchange-correlation energy seems to be to
utilize the exact exchange energy and rely on approximate functionals for providing the missing
electron correlation contribution.

These classes of functionals, which supply the calculation with a certain amount of exact
exchange, are known as hybrid DFAs, since they are merging information about the exact exchange
from HF methodology and data obtained from pure density functionals for correlation part. Although
this fusion process may sound complicated, it is done by a simple linear combination of the exact
exchange interaction calculated from the HF theory and Ex and E. from standard DFAs. The typical
form of this HF exchange is expressed in the following equation:

E;'F:_Kij :_%j ¢T( K (1 )d;(r)d r, :—%”ﬁ(rl)(ﬁu*( I )r12¢' (1)d;(rz)d ’rd’r,
1, I, 1
Equation 3.18

Although computational requirements are much higher for the hybrid DFAs, than for LDA or
GGA, these functionals are being extensively employed and widely used as a “good standard” for
obtaining accurate results, especially in the field of organic chemistry. One of the most appreciated
flavors among experimentalists is, without a doubt, famous B3LYP*"". It should be mentioned that
B3LYP is not a good choice for systems that contain transition metals, and in most cases fails to
describe the complicated electronic structure of the central metal atom/ion.*"
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3.5. DFT laboratory (capabilities and possibilities)

There is an impressive amount of scientific works done within the framework of DFT, and the
majority of these papers focus on structural, energetic, and kinetic quantities. Generally speaking, we
can say that this remarkable amount of scientific data is dedicated to the validation of DFT’s
capabilities and performances.'’®%? Besides proving remarkable achievements of this method, the
importance of such a great number of theoretical investigations lies within the richness of available
DFAs. Another important aspect is the diversity of chemical systems for which the performance of
DFAs was tested during these validations. Furthermore, since the computation of different molecular
properties holds different demands on the method chosen, the accuracy which a certain DFA shows
is a probe for its versatility. Since DFT is still evolving, trough the persistent search for a universal
DFA, a considerable number of new scientific research are published every year. The role of these
papers is to track the development of DFT, and the benchmark data is collected from various sources.
Although starting with experimentally obtained data is a general trend in computational chemistry,
benchmark data can be taken from the high-level wave function theory (WFT) as well. While our
work is predominantly TM oriented, now is the right time to warn the reader to be cautious while
handling WFT results, even the high-level ones, because of the very pronounced both static and
dynamical correlation within the d-elements. In this regard, the data obtained using the WFT based
methods, in the case of TM containing systems may not be reliable!’8,

DFT is a powerful tool able to use basic information about a system constructed from electrons
and nuclei, in order to provide results about equilibrium geometries, corresponding bond lengths and
bond angles, quantities such as bonding energies, total ground state energies, electronic density
distributions, lattice constants, forces and elastic constants, dipole moments and static polarizabilities,
magnetic properties and molecular characteristics such as lipophilicity.!®® Such a great amount of
various results that can be generated using this theoretical engine exceeds the framework of a Ph.D.
thesis, thus, in the next section, | will direct the reader's attention to the most important DFT
capabilities and emphasize the ones essential for my scientific work.
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3.5.1. Geometry optimizations

Almost every DFT project starts with the optimization of the structures under investigation. This
kind of simulations is established through relaxation of structural parameters, in order to find
stationary points on the potential energy surface. It is important to highlight that these generally
simple calculations will determine the faith of all future calculations, and strongly influence the
accuracy of the final results since all delicate physico-chemical properties are associated with
geometrical parameters of the investigated system. Optimizing the ground state geometry of a certain
molecular structure can be done easily, since there are well developed and carefully tuned algorithms
for finding the minima (characterized with the absence of imaginary frequencies), while search for
the transition states (this should be confirmed by a single imaginary frequency) requires more
experience and information about the system at hand.'** DFT optimized geometries are in most cases
in excellent agreement with experimental data®!, although the accuracy of the result depends on the
starting geometry. In cases where there is a possibility to start the optimization from crystallographic
data, one can be sure that the optimization yielded a very accurate geometry.

It is convenient to stop for a moment and give some practical suggestions required for conducting
an optimization of a real molecular system, which is- in our case a TM complex. There is a known
fact that all-electron nonrelativistic DFT optimizations tend to overestimate weak metal-ligand bonds.
In this regard, for optimization of TM complexes, a suitable basis set choice should be some polarized
triple-C basis set, such as TZP. The relativistic effects, which is more than important for heavy atoms
such as a TM, can be taken into account trough Zero Order Regular Approximation (ZORA)%, which
will tend to shrink the s orbitals and to lesser extent p orbitals. Further improvement can be established
by introducing the solvation model (e.g., Conductor Like Screening Model- COSMO)! effect
(especially when we are talking about charged species in solution), and in this way compensate the
net charges of an optimized moiety (TM complexes are in many cases in ionic form). Both models
can be easily applied to any regular geometry optimization, at an extra cost of computational time,
which is more than affordable. Another additional factor that can greatly influence the accuracy of
obtained results, and should be emphasized here, is the dispersion correction®’® 171 197, 198 g g
provided by Grimme.

Since all DFAs give overall good results for the geometries, it is a general trend to use some
simple and fast DFA for the optimization (like GGAS), and to utilize the time saved in this process
for the calculations of some other important properties, for which computationally expensive DFAS
(like hybrid ones) have a clear advantage. A good example of the previous statement is GGA
functional named BP86%°-2%1 which is one of the favorites among computational chemists because it
performs impressively well not only for the optimizations but for the calculation of the vibrational
frequencies as well. Thus, BP86 represents an excellent way to finish two different jobs in a fast and
accurate way.

3.5.2. Relative Energies and thermochemistry (encapsulated forces)

Extracting information about the energetic properties of a molecular system is one of the main
goals of all electronic structure-based methods. DFT has reached the level where it is able to simulate
and predict some of the fundamental energetic properties like ionization energies (IE) and electron
affinities (EA). A precise definition of energy requirement for removal/addition of one (or more)
electron from/to a certain molecular system is the basis for investigation and explanation of
photoelectron spectroscopy experiments. Knowledge about these fundamental characteristics also
provides us an insight of the utmost importance for understanding thermo-chemical reactions. As can
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be expected, DFT results showed to be a significant improvement over the HF ones, since during the
successive ionization process the number of electrons is decreasing, and lack of correlation effect
within the framework of HF fails to describe this change correctly.

3.5.3. lonization energies and electron affinities (electron interplay)

One of the most important characteristics of all atomic and molecular species, since the discovery
of photoelectron spectroscopy, is their IE. The energy required for the removal of one electron from
a certain compact system to an infinite distance, if measured precisely, can serve as a chemical
fingerprint. Namely, every orbital (energy level) has defined energy, and the value of IE will
correspond to the energy of a specific orbital, from which an electron is going to be removed (a strong
radiation beam). In this regard, IE can provide us valuable information about the electronic structure
of the system under investigation. DFT found some of the first applications within this field of
experimental research and brought light to many dark spots by assigning complicated photoelectron
spectra.

The reversal process complementary to the IE is the EA. This characteristic is described as the
energy released at the moment in which an additional electron is introduced to a certain compact
system. During this process, an anion is formed and a defined portion of the energy is released to the
environment, nevertheless, this doesn’t mean that the resulting form is stable, since in many cases
generated charged species is less stable than the starting one. Even though the newly introduced
electron is weakly bound, much stronger correlation effect in the ion, than in the starting form, has
made the description of electronic structure a difficult task. DFT found an irreplaceable application
for treating this kind of problem since it is able to apply diffuse functions and realistically distinguish
this disperse spin density, scattered within an ion. Working functional should be chosen wisely since
LDA, for example, is not capable of accurately describing the presence of additional electron since it
is, by definition, a local DFA.

3.5.4. Atomization energies (from a molecule to single atoms)

Chemical reactions are based on structural changes associated with cleavage of chemical bonds,
and the creation of new ones. Description of such multi-component processes, which are, in most
cases, difficult to “catch” experimentally, has been the desire of all quantum chemical methods from
the moment theoretical chemistry was born. Precise calculation of atomization energies (AE), even
for the simplest reactions, is at the very heart prone to errors since it involves breaking of all bonds
within a molecule, resulting in constituent atoms in the corresponding ground state. Since the HF
method is missing the electron correlation effect, it is suffering from many weaknesses when it comes
to the description of chemical bonding. On the other hand, post-HF methods are improving the
description of the electronic structure while reaching the required level of accuracy. Even these DFT
based methods show certain kinds of systematical errors associated with the correlation energy since
correlation effects are greater in molecules than in corresponding subunit atoms. Even though differed
DFAs vary in accuracy?®? 2%% if handled properly, DFT can be used for reliable prediction of AE.
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3.5.5. Bond strength (from single atoms back to a molecule)

Information about the strength of a chemical bond is a characteristic essential not only for the
understanding of chemical reactions but for an understanding of fragments (atomic or molecular)
between which the bond is created. This chemical property is defining how favorable is the formation
of a chemical bond between two moieties, thus, how much energy is going to be released during the
formation, and on the other hand how much energy is required in order to break it- after it has been
successfully formed. Experimental determination of thermochemical properties holds significant
importance since the precise thermochemical information can give us an opportunity to predict the
chemical behavior of a certain chemical species in a specific chemical reaction. Practically, the
accurate determination of thermochemical aspects is possible only for small molecules in the gas
phase. The experiment is almost useless in case of complicated molecules and situations which
require the presence of solvents. DFT became a favorite tool for providing deeper insight into
thermochemical parameters. Even more important role it has to play for the determination of metal-
ligand bond strengths within TM complexes, due to the variability of M-L bond character. Depending
on the amount of ionic character within a covalent bond, the thermochemical response will change
drastically. Since DFT gives us an opportunity to track and predict these changes, we are able to
rationally design TM complexes with specific features and characteristics. It is important to
emphasize that a certain method with the intention to predict an unknown observable, such as M-L
bond strength, should firs prove itself on a set of known benchmarks typical for the molecule (and
the property) under investigation. In this regard, many extensive studies dealing with this problem
have been published.204-207

3.5.6. Population analysis

Regardless of the overall molecular charge (neutral or ionic), insight in the exact pattern by which
electrons are getting together and creating the final composition has always been at the top of the
quantum chemistry wish-list. Although the charge of a certain molecule can be experimentally
detected, it is a property that should not be addressed to a specific atom, however, this concept showed
to be more than useful in the field of organic chemistry. Association of atomic charge with a single
molecular center does not make much sense, since it does not hold a clear physical meaning, nor can
it be assigned using experimental techniques. Nevertheless, many various methods with the intention
to describe the population pattern from which the final density (which is a physical observable)
originates have been developed. Although this population-forming concept can provide valuable
information about the system under investigation, this method will always stay an obscure field of
research, due to the lack of physical foundation. DFT has provided many scientific works?%210 py
means of population analysis, that strongly influences the understanding of molecular properties, and
one of the most important facts a newcomer should keep in mind is how to deal with the results.
Besides the chosen DFA, the pattern DFT simulation is going to choose for the convergence highly
depends on the size and flexibility of the basis functions, as well as the grid used. Thus, one must be
cautious when comparing population analysis results, and ensure technical consistency, in order to
maintain accuracy.
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3.5.7. Vibrational frequencies and IR spectra

Vibrational spectroscopy has an essential role to play in almost every area of chemistry. Even
though vibrational spectra are irreplaceable fingerprints useful for eliminating molecular structure or
tracking chemical reactions, they can be quite complicated and difficult to resolve. Thus, theoretical
methods are of great importance when it comes to an understanding and interpretation of
experimentally obtained spectra, although this kind of simulations can be a demanding task.
Algorithms for calculation and evaluation of vibrational frequencies have been successfully
implemented, and able to generate trustworthy results in a reasonable time scale. Nowadays,
frequency calculations are not considered as a luxury anymore, thanks to the development of efficient
algorithms coupled with the speed of modern super-computers (especially when running in parallel),
although they can remain quite challenging and/or long-lasting.

As it was mentioned in the previous sections, GGA functionals, such as BP86 and PBE, perform
surprisingly well (errors usually below 10%) while maintaining the speed originating from their
conceptual simplicity. Since these DFAs have been frequently employed and examined, it was
concluded that such a good performance can be addressed to the error cancelation. Namely, these
functionals exhibit two different systematical errors, the underestimation of harmonic frequencies
and the neglect of anharmonicity, and fortunately for us, they seem to cancel each other. Source and
intensities of the peaks occurring in Infra-Red (IR) spectra are in most cases accurately characterized
and evaluated using DFT as an examination tool.?*1-?13 Validation of various DFAs for calculation of
vibrational spectra, as well as a compilation of benchmark results for TM complexes, can be found
elsewhere.!

3.6. Electronic excitations and UV/Vis spectra

In order to conduct a spectroscopic measurement, the system of interest should first be exposed
to an external perturbation. The perturbation, which can be delivered from various sources (such as a
beam of particles, electronic/magnetic field, laser pulse, or continual light irradiation), will initiate
some delicate changes in the electronic structure, yielding to the excited states. The unstable excited
state will intend to return to the initial ground state, thereby releasing the portion of energy that has
been absorbed during the excitation. There are many spectroscopic methods, but the principle is the
same: make a change in the probe structure, and then detect the response of the probe using an
appropriate detector. While analyzing the detected spectral data, we are able to access various
molecular properties and characteristics embedded within the electronic structure.

Although most of the methods, capable of excited state calculation and reproduction of optical
spectra, have been mentioned in previous chapters, at this point, they will be summarized and briefly
discussed. The first option is the so-called delta-self-consistent field (ASCF)?42!8, in which we
explicitly calculate the energy of both the ground and the excited state and allow the full SCF
relaxation in both cases. As a practical example, we can use a simple excitation, occurring in an
octahedral ligand-field, such as the one presented in Figure 2.13. In this specific case, excitation
energy would be obtained as the energy difference between the ground LS state (t,®) and
corresponding excited state (tzg° eg'), thus calculated as AE = E (tz° 4') - E (t26°). This technique is
relatively simple for application when we have a symmetric environment and, consequently, orbitals
can be labeled with different irreps from the corresponding point group, enabling the straightforward
construction of some excited states and their SCF procedure. Nevertheless, SCF calculation of excited
states is much more complicated (from a practical and theoretical point of view) than for the ground
state, thus symmetry labels of MO serve as the mathematical shortcut to the convergence. In this
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regard, ASCF is not easily applicable to nonsymmetrical TM complexes. The problems concerning
this method, can arise if a certain state is multideterminant, or on the other hand from poor excited
state SCF convergence. Another more advanced method and an improvement over ASCF is time-
dependent DFT (TD-DFT)?¥%223, This popular and computationally cheap method has shown to
perform well for medium to large-size molecular systems, and although mainly applied to organic
compounds, it can provide reasonable results for TM complexes.??*2%6 Even though results obtained
with ASCF can, in some cases, be comparable to TD-DFT results, this method is theoretically less
founded and for this reason, is not considered accurate enough.?* On the other hand, results generated
using TD-DFT are in most cases similar to those obtained by computationally expensive highly
correlated ab initio methods.??* 227228 Another possibility within the domain of DFT is Ligand Field
DFT (LF-DFT)?® 20 which is known for its efficiency and simplicity. These two sophisticated DFT
techniques (TD-DFT and LF-DFT), designed for simulation and prediction of spectroscopic
characteristics, will be the topics of great importance for the present thesis, and thus will be
individually described and discussed in forthcoming chapters.

Optical spectra can also be examined and interpreted by means post-Hartree-Fock (HF) methods
like CI. Such an approach extends a single determinant HF wave function into a function constructed
of a linear combination of many determinants with variationally optimized coefficients. This multi-
determinantal technique is dealing with configuration mixing, yet the initial set of orbitals is not being
reoptimized for different electronic states. It is important to highlight that the correlation effect has a
strong influence on electron density, and this effect is even stronger in the case of TM containing
systems. Hence, the optimization of initial molecular orbitals is of utmost importance, since only in
this way we can be sure that delicate energy contributions like static correlation, will be included in
the calculation. This fundamental problem can be taken into consideration by means of the multi-
configuration SCF (MC-SCF)?3%: 22 and extended variations of this method, called RASSCF?*
(restricted active space SCF) and CASSCF#* (complete active space SCF). These methods have an
important role to play during a theoretical observation of excited states since significant changes in
the electron density triggered by electron excitations are followed by the mixing of different
electronic states. Another method capable of providing very accurate transition energies by
combining the multiconfigurational variation with second-order perturbation treatment of dynamic
electron correlation is the so-called CASPT2%%> 236 Cluster methods (i.e. Equation-of-motion
coupled-cluster methods) are well known due to impressive accuracy, which is, on the other hand in
most cases computationally expensive and can include single and double CCSD?, as well as triple
perturbational CCSD(T)?®. To summarize briefly, for the sake of clarity — the main difference
between the mentioned CAS and CC methods on the one side and DFT based methods on the other,
is in the fact that the firs ones are based on HF and use a wavefunction as a central quantity, distinct
from DFT and p. Also, in the wave function based methodologies, it is straightforward to increase
accuracy (by a simple increase of active space/number of excitations/basis set...), but in turn, they
are more computationally expensive. Details, results and accuracy validations of these various
methods, designed for investigation of excited states, can be found elsewhere.23%-243

3.6.1. DFT in a shell of time (basic concepts of Time-Dependent DFT)

The reality we live in is in the process of constant change and motion. We associate the concept
of time-flow to the events occurring or changing the form during our everyday lives- breathing,
changing of the moon phases, rotation of the planets... Observance of this constant time follow is
limited within our natural senses and goes from a human lifetime to a segment of a second. All fields
of science are occupied with the idea of dynamics of time-dependent events, but in most cases, mainly
on a philosophical level. Namely, tracking and observing changes within cosmological events would
require more time than anyone of us have to offer, as well as the level of detection, which goes way
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beyond our sensor limitations. Thus, in order to understand such long-lasting phenomena, one has to
collect and rely on some other indirect indicators of what has happened. Other similarly
incomprehensible cases are the ones occurring within short time-scales, hidden in the world of
microscopic events. Luckily, besides novel, highly sensible experimental techniques, able to provide
an impressive time resolution, we have an opportunity to theoretically simulate these processes,
undetectable for our eye. The present thesis has a particular interest in electron excitations, triggered
with some external perturbation force, that takes place in a time scale of attoseconds. Walking down
the path of excitation processes, we are entering an even more complex region since we are heading
away from the ground state properties.

In order to familiarize a newcomer with DFT encapsulated in a shell made of time, we need first
to take a look back at the time-dependent SE (Equation 3.1). Let us imagine a system of N interacting
electrons changing their positions within an explicitly time-dependent external potential v(r, t), which
will represent a “real” function of space and time. The Hamiltonian operator of such a system will
take the form:

A =T+ V() +W
Equation 3.19

The kinetic energy operator will retain the same form as in static case:

N .
T=>--
= 2
Equation 3.20

The potential operator will, on the other hand, adopt the time-dependent form and will be expressed
as:

N
V()= o(r;.t)
j=1
J Equation 3.21

And the Coulombic particle interaction component will be given as:

N
W => w(r,r,")
j=1
Equation 3.22

And to finalize, the time evolution of the system is determined and dictated by the time-dependent
many-body Schrodinger equation:

(Xps oo X2 1) = HOW (X, ..., X 1)

Equation 3.23
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The solution of time-dependent many-body SE is written in terms of a time evaluation operator:

w () =U 1)y,
Equation 3.24

The role of time evolution operator U(t, to) is to derive state y(t) by means of initial yo State over
a time interval, starting with the time toand ending at some time t > to. The great importance of time
evolution operator arises from the fact that it serves as a convenient starting point to derive numerical
methods for solving time-dependent single-particle SE. Technically speaking, time-dependent SE
designs a pattern by which each the external potential v(r, t) produces a time-dependent wave function
y(t), for a given conserved state yo. In a physical sense, this means that the dynamical characteristics
of the resulting state are determined by the time-dependent potential, generated via time-dependent
SE.

U(I’,t) iowlot=H (t)y (1) (w @|nly (1)) >n(r,t)

Scheme 3.1 Formation of a time-dependent wave function y(t), for a certain state o, through a
specific external potential v(r, t)

In order to develop a trustworthy time-dependent theory, one must look at the Scheme 3.1
backward, and find a valid proof that time-dependent density p (r, t) can be used as variable able to
fully describe the dynamics of a certain system. In this regard, it is of utmost importance to show that
there is a unique one-to-one correlation between time-dependent densities and potentials. Such
correlation, which is the root of TD-DFT, was recognized for the first time by Runge and Gross back
in 1984.22° Another important theoretical ingredient essential for TD-DFT is the work done by van
Leeuwen, which describes the behavior of two many-body systems with different particle-particle
interactions.?** As for the first theorem, the detailed discussion, and theoretical information can be
found in the original work. These two theorems stand as the basics of TD-DFT, and provide time
evolution to a ground state system described and evaluated by regular static DFT. Practically
speaking, this is done by starting from a system in its ground state, located at the initial time to.
Although, one of the main characteristics of the system is the time to, at some point the system starts
to propagate- initiated and then further lead by the effect of a defined time-dependent external
potential. In this way, the effective potential is transformed into a parameter depending only on the
density, which brings a great simplification to the initial theoretical scheme. Time-dependent density
can be expressed in a mathematical form as:

p(r) =3 o, (1)

Equation 3.25
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While keeping in mind these two theorems, as well as the previous statement, we are able to express
the time-dependent Kohn-Sham (TDKS) equation, as well as the corresponding single-particle

orbitals‘gpj (r,t)‘:

{—%ZHJ[P](“U}D] (r.t)=i %(0,- (r.t)
Equation 3.26

One important thing to mention is the selection of orbitals TD-DFT is going to take into account.
Since TD-DFT is going to take the ground state density as the starting point, the orbitals that are going
to be subjected to the time-evolution are the ones that were initially occupied, and the evolution is
going to occur in a period between the initial time to and some defined final time t;. TD-DFT
propagation is not going to take place within initially unoccupied orbitals, hence ¢, (r,t)) =] (r).
Once the time-dependent density p(r,t) is successfully generated, we can start to extract data
associated with physical observables, and hopefully get the solutions for the problem in hand. As well
as in the case of regular DFT calculations, TD-DFT results are in principle exact but suffer from
approximate error, and in this case, exchange-correlation functional has a more demanding task, since
it needs to describe the evolution of electron density in the past.?*® In this regard, most of the TD-
DFT simulations utilize an important conceptual idea, called the adiabatic approximation.??t 223
Namely, if the change occurring within the time-dependent potential is slow and smooth, without
drastically fluctuations, one can approximate and use time-independent ground state exchange-
correlation functional in every point of the change, instead of time-dependent one.

Although previous concepts proposed a “real-time” TD-DFT approach, there is another
possibility to define and consider the excited state problem. In order to understand the approach
proposed by Casida'’ 24246 we must first consider the equation of motion (Equation 3.27) and the
operators |I ><0| which transform the ground state (|0>|) into Ith excited state (|/>]) and stand as
solutions of the equation.

[H, O = wO'
Equation 3.27

The excitation energy in the case of |I ><0]| is expressed as w=E| — Eo (has a positive value) and
give rise to the de-excitation energy w=Eo — E; with the same value of the opposite sign. While
searching for the solution for the equation of motion, which now takes the form:

= Z a'iX;, + Z itaY;,
i,a i,a
Equation 3.28

we are expending the O' (symbol T represents the Hermitian adjoint) into a basis set of so-
called one-particle/one-hole excitation end de-excitation operators, which further give us an
opportunity to form a matrix from the initial equation of motion (Equation 3.29).
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Equation 3.29

Symbols X and Y in the equation represent the column vectors, whereas the matrices A and B
are defined as Ajjxu= dikdji(ei - &) + Kiju and Bijk= Kiju, thus the excitations can be obtained with a
correction Kijx to the KS transition energies wij = ¢ - &. Excitations are being separated from de-
excitations by the introduction of the Tamm-Dancoff approximation®’, which is neglecting the B
matrix element. In this way, we are left to solve only the Equation 3.29 and obtaining a clear wave
function ; = ¥; , @f X{,, where ®¢ is the ground state determinant with an electron promoted from
Y; to orbital ¥,,.

A)?I) == (‘)IXI
Equation 3.30

The excitation from a specific MO; to a target MOx is performed in such a way that any orbital
relaxation is restricted, and depending on is it a spin-preserving or a spin-flip excitation, yields a
singlet or a triplet state (Figure 3.1.). By solving what is in most cases referred to as “Casida’s
equations” vertical excitations between populated and targeted empty orbitals are obtained. One of
the most important advantages of this method is the symmetry preservation of the excited state within
the Equation 3.29, thus calculated excitations can be easily assigned and labeled. Although real-time
TD-DFT can provide valuable information about excitations in large molecular systems, such as
proteins, Casida’s approach as more convenient and specific when it comes to small- to medium
molecular structures. For this reason, this is the main TD-DFT approach implemented in most of the
codes?82% and will be used for the calculations carried out in the present thesis.
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Figure 3.1. Schematic representation of one electron excitation from HOMO (i) to LUMO (a),
showing both spin-flip excitations (left) and spin-preserving excitations (right)
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3.6.1.1 Troublesome excitation events

As we already mentioned before, excitation energies of a certain many-body system are defined
as energy differences between the ground state Eo and some other state with higher energy Ex. In the
simplest example possible, we can “dislocate” one electron from an occupied orbital in the ground
state and populate an orbital which was initially unoccupied (like the example shown in Figure 2.13.).
In this way, we would generate a new state with defined (higher) energy. Since, at the first glance,
the excitation energy can be considered as the difference between these two states, one can naively
think that we do not need to bother with more complications or additional equations required by TD-
DFT. In the “real” particle world, the picture of this “simple” process is much different. A more
realistic picture would be to consider this phenomenon as a process of rearrangement of the
probability of electron density, which is a strictly defined dynamical process. The problem of defining
an excitation becomes even more complex when it comes to the charge-transfer excitations. Namely,
unlike linear excitations that occur between two energetically similar orbitals which are close by in
space (let’s say d-orbitals, located at the metal center), electron-transfer is taking place between two
points in space which are far away from each other (let’s say metal and ligand). The main difficulty
in correctly describing this kind of excitation arises from the mechanistic scheme- how it happens.
First of all, a discrete charge (electron) needs to “leave” a specific point in space (atom), which will
be considered as a donor, and this process is defined as the ionization energy of that certain point. A
portion of that energy is counteracted by the electron affinity of the second point in space, which will
be the destination point, and considered as an acceptor. Although DFT is doing remarkably well in
describing electronic excitations involving little or no change in the overall density, this advantage
becomes a weakness when trying to describe excitations involving a transfer of charge from one point
to another. Standard approximations implemented within the framework of TD-DFT fail to correctly
locate and describe this class of perturbations.?®? Luckily for us, hybrid DFAs, especially the
range-separated ones, have shown great performance for treating this kind of perturbations in a whole
set of various molecular systems.?>*2>" Due to the adiabatic approximation, excitations with dominant
double excitation character are not properly captured.28 25

3.6.2. DFT in a shell of ligands (basic concepts of Ligand Field DFT)

LF-DFT’s importance is manifested through the successful consolidation of empirical (LF) and
theoretical (DFT) approach, thus results obtained within the framework of this method can be directly
compared with the experiment.!t”-22° This solid bridge, built between two approaches, is giving us an
opportunity to extract the (implicitly incorporated) dynamical correlation from DFT, and later use it
in a configuration interaction (CI) fashion to add static correlation and determine corresponding
excited state properties through the LF theory. This is achieved by a so-called multi-determinantal
DFT calculation, which means that we must determine all SDs for a d" configuration, and utilize
obtained energies to parameterize the LF matrix and the Racah’s parameters. Since this procedure,
which shows impressive performance for prediction of excitation spectra and many other properties
of TM complexes?°-2%% requires more than one step- a more detailed explanation will be given in the
following text.

If we start from the non-relativistic SE, we can see that (within the Born-Oppenheim
approximation) contributions to the total energy can be categorized as ones that depend of the
coordinates of two electrons (electron-electron interaction), the ones that depend on the coordinates
of only one electron (kinetic energy and electron-nuclear interaction) and the one that does not depend
on the position of the electrons, and is constant shift for every specific nuclear configuration (nuclear-
nuclear interaction). Since that constant shift is the same for different electronic states (in the fixed
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nuclear configuration) and disappears when we calculate, for example, their relative energy with
respect to the ground state (which represents the vertical excitations from which UV-vis spectra might
be obtained), we will no longer be interested in it. With this in mind, we arrive at the well-known
conclusion that the energy of different electronic states depends only on one-electron and two-
electron contributions. Since we are interested in TM complexes, we can also rephrase this conclusion
using the simple and straightforward arguments from the LFT, and state that the energy of any specific
electronic configuration (which can be expressed as an SD) involving MOs with the dominant
contribution of d-atomic orbitals, depend only on the orbitals splitting within the ligand environment
(one-electron term) and the electron-electron interaction. 293266

n n n
1
E(SDE) = E(detldy_il O-/,Ul d/,UZ O-/,UZ d/,UTl O-;UTL |) = Z(dlthFldl> + Ez Z (]l] - Kijgﬂidj)

i=1 i=1j=1
Equation 3.31

Specific single determinants in Equation 3.31 for example in On symmetry are labeled with the
subscript p =1, . . (17?) because there is (15) SDs for any d" electronic configuration, while

specific electrons are labeled with i and j. Symbols J and K represent the Coulumb and the Exchange
matrix elements, while h.r represents, one electron, elective ligand field Hamiltonian. In order to
clarify the previous statement, it is convenient to present a practical example, and for this purpose,
we should take a simple d® electronic configuration of an octahedral complex. Four SDs (out of 120
possible), arising from the d2 electronic configuration, are shown in Figure 3.2. As it can be observed
from the figure, SD1, SD2 and SD4 originate from the same tg®, and only differ in the two-electron
contribution.

bbb
Lo .
| Y -

SD3 SD4

Figure 3.2. Four random electronic arrangements (SDs), arising from d® configuration in an
octahedral complex

The two-electron matrix elements can, by the Wigner-Eckart theorem?®’, be expressed as the
product of two factors, from which the first depends only on the angular momentum quantum
numbers involved in the specific matrix element (the Clebsch-Gordan coefficient?®®) and second,
which is completely free of angular dependence (so-called reduced matrix element). In spherical
symmetry (which is inherent to LF theory), all the reduced matrix elements form all 5* possible orbital
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combinations can be expressed using only three independent parameters, so-called Radial or Slater
integrals, (Fo, F2, and F4), which can then be recombined into Racah*® parameters A, B, and C. This
implies that by the suitable utilization of (well known) Clebsch-Gordan coefficients, we can express
energy of every SD in On symmetry as:

n n

n
1
E(SDZ) = Z(dilhwldi) + EZ z (Jij = Kij60i0;) = Egauge + LFSE + BB +¥,C
i=1

i=1j=1

Equation 3.32

where g, and y, are coefficients that are related to Clebsch-Gordan coefficients, B and C are
obtained from Fo, F2 and Fs, and Egq,, 4. incorporates A, and represents the gauge origin within the
LF and DFT methodologies. One electron matrix element (d;|h,r|d;), present in Equation 3.31, are
the energies of d-orbitals, in which each of n-electrons (from d" configuration) are placed. Since we
have obtained energies of all SDs (between 45 and 252), which represent left-hand side of the
Equation 3.32, and, since there are only a few parameters on the right-hand side, we have the
overestimated system of equations, which is then solved by making the linear square fit.

Since we established a clear relationship between one-electron terms and energies of MOs with
dominant d-character, two-electron contribution can now be expressed using Racah parameters. Now
that the working tools are provided, we should find a way to extract these necessary ingredients from
the DFT calculations. In order to separate one-electron and two-electron contributions, DFT
calculations (within the framework of LF-DFT) must be performed in two separate phases.

The first phase is called the Average of Configuration (AOC) calculation, which represents a
restricted single point calculation in which available d-shell electrons are equally distributed over five

MOs originating from d-orbitals in a % fashion (e.g. 3 d electrons equally populating five MOs of

interest result in 0.6 electrons per every orbital). The purpose of equal occupation of all five MOs is
to incorporate the spherical symmetry, necessary for any LF approach, and provide the best starting
point density (Janak’s theorem?°) toward the manifold of all possible d" occupations, that will be
generated in the next step. From the AOC calculation, we will extract the eigenvectors of five MOs
of interest while taking only the contribution of five atomic d-orbitals in the form of, so-called, U
matrix (Scheme 3.2.):

dxy dyz d,2 dy, dxz—y2
MOi10.984 0.005 0 0.008 0
U = M0O2|-0.008 0.005 0 0.984 0 |
MO0;1-0.005 0.984 0 —0.005 0
mo,| o 0 —0585 0 —0.791J
MosL o 0 0.791 0 0.585

Scheme 3.2. The U matrix, for the [Mn(H20)s]?*, with labeled columns and rows
(The AOC calculation is done in no symmetry fashion, and in turn some off-diagonal elements are present in the U
matrix)
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The previous formulation has been generalized for any or no-symmetry systems. The symmetry
of the ligand environment affects the extent of coupling between different d-orbitals, (dl-|d]-). For
example, in a point group*® where all d-orbitals belong to different irreducible representations,
all (d;|d;) = 0. Another important property of U matrix is that it possesses the information about the
covalency of metal ligand interaction (squares of coefficients in each row do not have to produce 1,
i.e. there is some extent of ligand orbitals present in these MOs). It is important to mention that due
to the considerable contribution of ligand orbitals to the MOs, the U matrix is not orthogonal. This

- _1 .
can be simply mediated by Lowdin’s?® symmetric orthogonalization ( U = (U - UT) 2" -). In this

way we can combine the information about the symmetry of the ligand environment (I matrix) and
extent of metal ligand interaction (energies of MOs originating from d-orbitals), in order to obtain the
LF matrix which carries all the information regarding the metal-ligand interaction (LF = UT - Ey; -
U ). Obtained LF matrix can be represented in the following form:

(daylhirldxy) — Adyelhirldey)  (dzlhirlday)  (dirlhip|dsy) <dx2_y2|th|dxy>
(dey|hir|dys) (dyz|hir|dyz.) (d,2|hirldyz) (dzl Prr|dys) <dx2—y2|hLF|dyz>
1F = {dolhurld,z) (dyalhurld,z) (dyz2|hield,2) (dxzlhirld,2) <dx2—y2|hLF de>
(dyy|hLr|dyz) (dyz|hir|dys) (d,2|hir|dyz) (doy | hypld,y)
(il o) (el ) (i) (dlpirftys)  (meliolde)
o e

Scheme 3.3 The general form of LF matrix.

In the first phase, we have extracted the information about the symmetry of the ligand
arrangement, covalency and extent of metal-ligand interaction, but we have also prepared the
spherically symmetric restricted electron density, with the equally occupied MOs of interest, which
is the best starting point for the second and final phase of the calculations. The final step of the
calculation involves the determination of all possible SD, originating from specific d" configuration.
At this point, energy differences between obtained SDs can be considered as a consequence of
electron-electron interaction. In addition, careful incorporation of spherical symmetry enables us to
describe the interaction using only two Racah parameters, B and C, since A becomes a constant shift
equal for all SDs.

Now it is obvious that LFSE can be obtained both from AOC and from the fitting procedure. The
instructive thing to do would be to compare both results, but a general expectation is that the values
should be fairly similar. More importantly, after we have used DFT obtained SDs and to fit B and C,
it is interesting to compare the difference between these energies calculated by DFT and the ones
obtained using the LF model with fitted B and C and one-electron parameters. The difference in the
DFT calculated SD energies and SD energies from the LF model (with parameters obtained from the
fit) is graphically represented in Figure 3.3., for on [Cr(H20)¢]**. Mean Square Deviation (MSD) in
this case is 77 cm™, which is a very good agreement. In general, the best fitting results are
characterized by MSD bellow 50cm™, the ones in between 50-100cm are still an indication of good
agreement, and the ones in 100-200cm™ are borderline acceptable. The fit >200cm™ would indicate
some serious failure of LF-DFT model, most probably due to strong covalency.
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Figure 3.3. Comparison between SD energies (in eV) obtained from DFT (*) and from LF-model
calculations (0). The x-axis refers to SDs and the y-axis corresponds to the energy in eV.

Since we can now easily calculate the energies of all SDs, using the obtained parameters, we can
utilize any LF program to obtain the multiples. The methodology also allows simple incorporation of
relativistic effects using the spin-orbit coupling constant. Since LF-DFT, beside the simple LF
parameters, also possesses the wave-functions (MOs in term of d-orbitals, multiplets in terms of
simple SDs, relativistic states as a combination of non-relativistic ones...), it is a perfect starting point
for many further effective Hamiltonian applications that can be used in order to obtain electronic spin
resonance (ESR), D and E magnetic anisotropy?’* parameters and many other?60-263.265 Ag \well as
TD-DFT, LF-DFT has been utilized with impresive success for the description of the ground and
excited electronic states originating from d” TM ions in their complexes.®” Besides this highly
important application, LF-DFT has shown great performance for simulations and predictions of
optical spectra?’?, calculation of the Jahn-Teller (JT) coupling'’®, and hyperfine-coupling
parameters?®2, NMR shielding®®, electronic structure and transitions in f-elements?’3, zero-field
splitting®™, spin-orbit coupling?’®, magnetic exchange coupling?, as well as the covalency effects?®.

Although LF-DFT can (in mostly ionic TM complexes, with clearly separated d-manifold)
provide very accurate results, comparable or better than CASSCF, CAS-PT2, and NEV-PT2
methodologies®’, it is not without its own limits. First of all, LF-DFT does not yet belong to
procedures which can be applied routinely, and although it is a lot easier to use than the
abovementioned ab-initio active space alternatives, it is still not recommended for utilization without,
at least limited, expertise and understanding of the basic code. Additionally, since the entire LF (and
thus, LF-DFT) approach is based on the clearly separated d-orbitals manifold, the described
methodology is likely to fail in strongly covalent (organo-metallic) systems and in cases when ligand

66



orbitals end up in between MOs with the dominant d character (non-innocent, redox-active ligands
and metals in very positive ionic state).

3.7.  Energy Decomposition Analysis (EDA- a more realistic picture)

Many available theoretical analysis procedures, such as MO or population analysis, have been
kept and applied only at a qualitative level, and all introduced changes or perturbations are taken into
account as an external influence on a sum of orbital energies (election density). Since DFT has
evolved in both theory and application, we are now able to use it in order to create a more realistic
picture of intermolecular events, such as chemical bond formation. In this regard, the same approach
of two interacting particles A and B, will be exploited, but in such a way that we can understand the
complete physicochemical character of the process.?”” Interaction of two independent systems is one
of the first concepts recognized by chemists, and theoretical approaches grant us unrestricted freedom
to choose interacting particles. In the simplest example possible, these fragments (how we will call
interacting species from now on) will be two atoms which are getting together in order to establish a
chemical bond, but since we are interested in TM complexes, we will focus our attention on the
interaction between the metal and corresponding ligands.?’®28! In this way, the complexity of
interacting systems, bonding events, and the formation of the final product, are considerably
enhanced, but on the other hand, fruitful harvest can be expected. It is important to highlight that the
fragment choice can be ambiguous, and thus changing of bonding partners can yield a better insight,
depending on what additional properties we are interested in.282 28 Fragment choice should be made
by someone with experience, and strong chemical logic/intuition.

3.7.1. Splitting the bonding energy into meaningful contributions

A certain molecular species of a general formula A-B is defined by a wave function ¥ag and
corresponding energy Eas. EDA sees such a molecule as a final result of interaction between two
fragments Ao and Bo in their electronic and geometric ground states WS and W3 (corresponding
energies ES and E3), which they would have at an infinite separation in space. Since both electron
density and geometry of the fragments must assimilate to each other and relax (a relaxed superposition
of both electron densities), in order to form the final product, this process can be rationalized in few
separate steps. In the first step, the fragments are distorted from their initial geometries and wave
functions W5 and Wg to the geometries and wave functions W, and W which they will have in the
molecule The energy required to excite the fragments from their equilibrium geometrical and
electronic ground state to state which they exhibit in the final product is termed as the preparation
energy AEprep (Equation 3.33).284 285

AEprep = Eo —ER + Eg — ER

Equation 3.33

This component usually has unfavorable (positive) character and will destabilize the bonding
process, and since EDA represents a method designed for examination of chemical bonding, it is
dominantly directed toward the analysis of interaction energy AEin. This component represents the
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energy difference between distorted (prepared) fragments and the final molecular structure (Equation
3.34).

AEjn: = Eap —Ea —Ep
Equation 3.34

In the first step of EDA analysis, prepared fragments with retained charge densities are brought
together from infinite separation to the molecular conformation. This state can be described as a
product of total wave function W, Wy and energy E3g. Interaction of individual charge densities within
a molecular form is described as the Coulomb interaction AE.s¢5: (Equation 3.35) and, in most cases,
has a stabilizing character. It is important to keep in mind that simple superposition of individual
densities (p” and p®) considerably differs from the final equilibrium density, and the interaction of
two particles with frozen charge densities (and nuclear charges Z, and Zg) can be formulated as:

ZaZB
RaB

pA(r1)pB(r2) o

r12

AEgistar = 1dr2

+fVB(T') pA(r)dr + fVA(T') pB(r)dr+f

Equation 3.36

where (and likewise for the Vs):

Za
Va(r) = _z |7 — Rq|

Equation 3.36

These two expressions hold one important chemical concept, that is, the behavior of two charged
species at different positions in space. Namely, as it can be seen, two charge clouds, approaching each
other, show much smaller repulsion than the one which is established between point charges at the
centers of charge. In this regard, electrostatic interaction for two approaching particles becomes
attractive in all cases except at very short distances, which we can consider as way too short to be of
practical interest (in this hypothetical case AEeistat beCOmMes repulsive).

In the second step, the product of two prepared fragments is relaxed by antisymmetrization and
renormalization of the summarized wave function W, Wg. In this way, the Pauli principle requirements
are satisfied and a new wave function W° with corresponding energy E° is formed. The difference in
energy between E3g and E° is known as the exchange (Pauli) repulsion AEpaui (Equation 3.37).

AE:Pauli = EXB - EO

Equation 3.37
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Although theories of chemical bonding have defined various delicate attractive and repulsive
contributions, the greatest interest is given to the effects responsible for the actual chemical bond
formation. According to EDA, such a strong force, which acts as a “physical glue” and sticks atoms
(or larger molecular species) together, is established and further enhanced in the third step of the
analysis. In this step, the fragments are in final positions and are starting to relax from initial y° wave
function to the final one W,g, with the energy E,g. This attractive contribution, called the orbital
interaction AE,,, (Equation 3.38), is practically established within the KS formalism by mixing of
KS orbitals of the fragments.

AEo, = Eag — EgB

Equation 3.38

Since the stabilization originates from the orbital mixing (the wave function is optimized at this
point), this term can be identified as the covalent component of a chemical bond. The type of orbital
stabilization will depend on the nature of bonding fragments. Namely, if both fragments are closed-
shell, the stabilization will occur due to the donor-acceptor mechanism, and the interaction of
occupied orbital of one fragment, and a virtual orbital of the other. On the other hand, if unpaired
electrons are included (usually located in a single occupied orbital on each fragment), orbital
interaction will be based on the paring of these electrons into a bonding orbital, whereby the
stabilization is established. Both cases can be observed in Figure 3.4. Orbital interaction component
contains polarization effects, i.e. mixing of the filled and empty orbitals within one fragment due to
the presence of the other one. It is important to highlight that AEqm can be further decomposed into
symmetry-defined components in the form of irreps, belonging to the symmetry point group of the
molecule.
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Figure 3.4. Orbital interaction diagram of two common bonding situations, wherein the case of
open-shell fragments (left) a pairing mechanism occurs, and in case of closed-shell fragments
(right) there is a donor-acceptor mechanism

i

The sum of these three contributions, AE¢ star , AEpayi; and AE, 4, , represents the total interaction
energy AE;,.. If the Grimme D3 dispersion correction is included in the calculation, there will be an
additional AEg;s, contribution to the AE;,.. This insightful approach has been introduced for the first

time by Ziegler and Rauk?’’, and its main importance lies in the fact that the sum of AEprep and AEjn

represents the dissociation energy AEgisoc (Equation 3.39) for a certain molecular system, which can
be determined experimentally.

AEgisoc = Eprep + Eine

Equation 3.39
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4. Our calculations and obtained results

Within this doctoral thesis, the complicated electronic structure of the aqua- and oxo- (hydroxo-)
complexes of the first row TM series has been studied. The performance of various DFAs for the
unambiguous determination of the ground electronic state was investigated, which is one of the most
challenging tasks, from both theoretical and experimental point of view. Using the theoretical
methods based on DFT, the energies of the ground and excited electronic states were calculated for
the selected TM complexes. The primary challenge was to find an appropriate level of theory, able to
explain the interrelationships between structural features and the electronic structure, and thus to
rationalize experimentally obtained results.

The first part examines the performance of two different DFT-based methods (time-dependent
density functional theory (TD-DFT) and density functional theory based on ligand field theory (LF-
DFT)) for calculation of excited states and reproduction of experimentally obtained absorption
spectra of a series of hexaqua complexes, where the central metal ion is \V/2*/3*, Cr2*3* Mn?*3* Fe?*/3*,
Co?*** and Ni?*. In addition to the performance of the two methods mentioned, the influence of
different DFAs is examined.®’

The ground electronic (spin) state, as well as the close-lying excited states, are related to the
geometry of the molecule. Changes in the first coordination sphere of a certain complex compound,
which can look negligible, can result in significant changes in the energy and arrangement of the
electronic states. For this reason, the second part of the results is devoted to the investigation of the
influence of applied level of theory on the obtained geometric parameters of a series of oxo- (hydroxo-
) iron complexes. For this purpose, 18 oxo- (hydroxo-) complexes, formed by the coordination of
different ligands, are analyzed. Furthermore, various DFAs are tested in order to find the best choice
for unambiguous determination of the ground spin state.

In the third part, a detailed energy decomposition analysis (EDA) of a series of oxo- (hydroxo-)
iron model complex is carried out, with the aim to collect some more insight about this kind of TM
complex molecules.

Most present-day DFT calculations are performed in some of the well-developed quantum
chemistry software. The most popular and the most accepted software packages are ADF?87-289 and
Gaussian®®, and ORCA?®!, yet there are many others like TURBOMOLE???, Molcas®®}, NWChem?%*,
Dalton?®®, QChem?®, Quantemol?®’, GAMESS?%, etc. Depending on the software chosen, one is able
to work with Slater type orbitals (ADF code), Gaussian basis functions, plane waves (CPMD?*° code)
or numerical basis functions (DMol*® code), whereby all of them have certain individual advantages.
For all DFT calculations that have been carried out, and presented in this thesis, we have utilized
ADF program package. Specific computational details are at the end of every result subsection.

4.1. Theoretical investigation of d-d transitions of first-row TM hexaaqua
complexes

From a broad palette of theoretical approaches (Chapter 3.6), convenient for investigation of
excited states, in the present thesis we are utilizing two different methods, TD-DFT and LF-DFT, for
investigation of d-d transitions within a series of first-row TM hexaagqua complexes. The systematic
examination has been performed on six hexaaqua complexes, of general formula [M(H20)s]>***
(Figure 2.6.), where M?*3*js: V2*3* Cr2*3* Mn2*3* Fe?*3* Co?*®* and Ni®". Obtained results
represent a good starting point for TD-DFT and LF-DFT performance validation in predicting the d-
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d spectra of these molecular systems. Another important aspect of this study lies within the fact that
different DFAs have been tested, and their influence on the final result reported. The results presented
in forthcoming chapters are published, rationalized and discussed in the original paper.®’

4.1.1. Geometry optimization of investigated first-row TM hexaaqua complexes

As a consequence of inherent water molecule symmetry, the highest possible symmetry
arrangement (Tn) of six water molecules, surrounding the TM ions, has been imposed.
However, ADF program package does not include Tn symmetry, thus for all geometrical
optimizations, D2n point group was imposed during geometry optimizations. This approach is
consistent with the previous works3°:-3%3 and is justified by the fact that spatial orientation of
water ligands have no significant influence on calculated d-d transitions, as the orbitals are
mainly localized on a metal center®®* (Figure 4.1.). It should be pointed out that although CT
transitions can be strongly affected by the second coordination sphere3®, the d-d transition
energies in aqua complexes are not sensitive to the inclusion of this factor,303: 306307

In Th symmetry, five d-orbitals are categorized into two sets of irreps, whereas d..-,2and
dz orbitals belong to the Eg4, while on the other hand, the set of dyy, dx;, dy; orbitals belong to
the Tg irrep. In D2n point group, d.>-,>and d; orbitals belong to the same Agirrep, while dyy,
dx, dy; orbitals belong to the Byg, B2g, and Bag irreducible representations. After the geometrical
optimization of complexes having a non-degenerate ground spin states (d*, d°, and the low-
spin d®, and d®) in D2n point group orbitals belonging to Big, B2g, and Bgg set, as well as dy>-,»
and d,2 orbitals belonging to the Ag irrep will maintain the degeneracy. For this reason, the
number of transitions will be the same as in the corresponding complex in Ty symmetry. In
this regard, obtained bands can be specified and assigned according to the Tanabe-Sugano*°
diagrams for octahedral coordination.

Figure 4.1. First-row TM hexaaqua complexes molecular orbitals with dominant d-character
([Co(H20)6]?* complex, as an example in the figure)

72



Complexes [V(H20)6]**, [Cr(H20)6]%*, [Mn(H20)6]*", [Fe(H20)s]?>* and [Co(H20)s]?",
which are characterized with degenerate ground spin state, are considered as initialy
susceptible to the JT distortion3% 3%, Depending on the specific electronic configuration of
the molecule, these complexes exhibit Eg or Tq electronic ground state, which can be observed
from Table 4.1. This nuclear configuration is not a stationary point on the PES, thus there
exists a coupling between the ground electronic state with the non-totally-symmetric
vibrations, leading to the formation of distorted D2n structures.®’” For this reason, orbital
degeneracy present in Tn symmetry is lifted in the case of these configurations. Hence,
theoretical calculations, as well as experimental observations, will report a greater number of
excited states, than the one that can be expected for a complex in perfect Tn symmetry. It
should be noted that, because of the single-determinant character of KS reference, for some
of the investigated cases, which are slightly distorted from initial Tn symmetry, TD-DFT
doesn't give a proper number of excitations.3!° All the possible splittings of the electronic
states are well reproduced by means of LF-DFT, since this method respects the symmetry of
the system, thus provides a complete description of the JT distortion. In order to simplify the
presentation of the obtained results and create a clear conection of theoretically obtained
results with experimental spectra, assignation of the electronic states for all complexes
investigated in the present thesis will be given in Tn point group notation (although all
complexes were optimized in D2n symmetry).

The results of geometrical optimizations can be found in Table 4.1. Even though D2n
symmetry was applied during all calculations, in the case of complexes with non-degenerate
ground spin state, optimized M-O bond lengths, as well as all obtained bond angles are equal.
Generally speaking, theoretically obtained bond lengths, calculated on LDA level of theory
are shorter than the experimentally reported ones, which can be expected for this specific
functional (Chapter 3.4.1). Although B3LYP and OPBE functionals calculated slightly longer
bond lengths, obtained values are in good agreement with experimental results. BP86 and
PW91 levels of theory showed the best performance for the geometry optimization, whereby
the bond lengths calculated with these two functionals are in the best agreement with
experimental data. For this reason, our calculations of excited states, by utilizing TD-DFT and
LF-DFT, were carried out on the structures obtained by both of these DFAs.
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Table 4.1. DFT calculated M-O bond lengths [A] of investigated complexes [M(H20)s]™" at
different levels of theory, M?*3*= \/2*3* Cr2*3* Mn?*/3* Fe?*/3* Co?*®* Ni?*; ground state
term in Th point group, corresponding to the electronic configuration of a specific central metal

ion is indicated

Complex Electronic Ground LDA BP86 PW91 OPBE B3LYP Exp. Exp.
configuration state Ref.
1915 1.956 1.954 1956 1.965 1.986
1.987 2.036 2.034 2.043 2.033 1.987
[V(H20)s]** d? T, 1989 2.039 2.038 2.045 2.039 1.993 3%
av. av. av. av. av. av.
1964 2.010 2.015 2.015 2.012 1.989
[V(H20)6]** d? “Ag 2.058 2.130 2.125 2.147 2.143 2.128 %12
[Cr(H20)e]%* d? “Ag 1.926 1.972 1970 1974 1.975 1.959 3B
1.998 2.056 2.052 2.061 2.076 2.052
2.002 2.058 2.059 2.069 2.077 2.122
[Cr(H20)6]* d* °Eq 2273 2391 2379 2553 2.368 2.327 3
av. av. av. av. av. av.
2.091 2.168 2.163 2.228 2.174 2.167
1891 1934 1932 1.932 1.936 1.924
1.895 1.937 1936 1.939 1.938 1.929
[Mn(H20)e]3* d* °Eyq 2.072 2.133 2.130 2.167 2.128 2.129 %5
av. av. av. av. av. av.
1.953 2.001 1.999 2.013 2.001 1.994
[Mn(H20)6]* d® A, 2,106 2.176 2.174 2.213 2.182 2.192 2
[Fe(H20)e]®* d® A4 2.969 2.018 2.016 2.027 2.011 1.995 3B
2.023 2.095 2.086 2.121 2.092 2.098
2.030 2.100 2.093 2.122 2112 2.128
[Fe(H20)e]** d® Ty 2112 2.187 2.191 2.244 2192 2.137 316
av. av. av. av. av. av.
2.055 2.127 2.123 2.162 2.132 2.121
[Co(H.0)6]** db 1A 1837 1.885 1.950 1.881 1.885 1.873 312
1952 2.016 2.016 2.037 2.035 2.044
2.044 2113 2.106 2.153 2.108 2.084
[Co(H.0)6]** d’ Ty 2.046 2.125 2.120 2.160 2.131 2.094 3V
av. av. av. av. av. av.
2.014 2.085 2.081 2.117 2.091 2.074
[Ni(H20)6]?* d® A,  1.979 2.049 2.047 2074 2.057 2061 322
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4.1.2. d? Electronic spectrum of V(III) complex

“Electronic configuration of [V(H20)s]** complex cation in Th symmetry is t?, yielding a
3T4 ground state. According to the Tanabe-Sugano diagram for d? configuration, the lowest

. . . . . . .- . 3 1 3 1
excitations belong to the three spin-forbidden triplet to singlet transitions, i.e., Tg— Ag, Tg— Tyg,

3 1 .. . 2 . . N
and Tg— Eg, originating from the same t configuration. The promotion of one electron from the
ty to eg Orbitals (tg>—tqlegl), results in two 3Tg states (3T1g and T4 in On point group), and two
1Ty excited states (1Tig and Tz in On symmetry). Experimentally obtained spectrum of
[V(H20)6]*" contains two main asymmetric absorption bands, assigned to two spin-allowed
3T, transitions, the first at 17100 cm™ and second at 25200 cm™1318 67

“TD-DFT and LF-DFT results are listed in Table 4.2. and Table 4.3., respectively. Splitting
of the orbitally triple degenerate ground state in Tn point group, due to the JT effect,
experimentally observed by the electronic Raman spectra®'®, is reproduced well with both
methods Generally, both TD-DFT and LF-DFT reproduced the experimental spectrum with
good accuracy, for the two main transitions, as well as, for the other bands obtained by the
Gaussian analysis of the spectrum. Regardless of the chosen geometry, TD-DFT on M0O6L
and SAOP level of theory gave very poor results.”®’

“By comparing TD-DFT and LF-DFT results, one can notice far better performance of LF-
DFT method. Generally, both TD-DFT and LF-DFT results are in good agreement with high-
quality CASSCF/SORCI calculations by Neese et al®?°. Recently, Shatz at al calculated first
3T, state with large deviation (CASSCF AE=5800cm™, CASPT2 AE=4700 cm? MRCI
AE=5700 cm™) from experimental value3°?. Furthermore, CASSCF/CASPT2 calculations by
Laundry-Hum gave much lower values for the first 3Ty transition.®! Recent
CASPT2/NEVPT2 calculations by Radon reproduced the first transition accurately, yet
strongly overestimated the second transition3°®.%7
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Table 4.2. TD-DFT vertical excitation energies [cm™] calculated for [V(H20)s]** complex at different levels of theory; mean absolute error
(MAE) is given in cm™!; assignment (electronic state and its configuration) in formally Tr point group is indicated

BP86 geometry

Assign. (Th) BP86 PW91 OPBE SSBD B3LYP CAMB3LYP PBEO OPBEO MO6L SAOP Exp3!8
g (tas2e) 0 0 0 0 0 0 0 0 0 0 0
99 2931 2859 2397 3463 2676 2492 2194 1990 6297 12287 1940310
1Tg (tog%e,?) 7127 6859 9609 9294 6630 6502 6900 8954 13612 26625 9860
12687 12346 15409 14908 11304 11445 12602 14881 18721 25629 12200
3Tg (tzgleq) 19266 19097 18046 18824 18135 18032 17586 16823 24019 12287 17200
23069 22756 24161 24370 22323 22381 22342 23645 30390 40142 19600
g (togleq) 24853 24679 22921 24212 25658 25779 25234 24121 29630 28497 25200
26218 26576 28351 28364 27234 27450 27092 28437 35057 44841 27900
MAE ((T¢—°I') 1711 1563 1719 1874 1103 1039 845 1217 6711 11208
MAE (Tq—'I") 1610 1570 1730 1637 2063 2056 1681 1793 5136 15097
MAE 1682 1566 1722 1806 1377 1329 1084 1382 6261 12319
PW91 geometry
Assign. (Th) BP86 PW91 OPBE SSBD B3LYP CAMB3LYP PBEO OPBEO MO6L SAOP Exp3!®
g (tag2es) 0 0 0 0 0 0 0 0 0 0 0
9~ 2958 2885 2422 3491 2700 2515 2218 2012 6330 12314 1940310
ITg (tag?ey?) 7222 6956 9740 9320 6626 6480 6915 8992 13613 26557 9860
99 12683 12341 15399 14901 11299 11440 12597 14874 18716 25587 12200
3Tg (tog'eq) 18228 18228 18228 18228 18228 18228 18228 18228 18228 18228 17200
9~ 23170 22859 24580 24470 22418 22475 22435 23736 30493 40201 19600
3Tq (tog'eq) 24937 24762 23009 24296 25737 25858 25317 24206 29721 28623 25200
9~ 26354 26646 28417 28429 27305 27522 27169 28511 35123 44865 27900
MAE (3T;—°I) 1485 1385 1839 1776 1147 1103 998 1368 5611 10478
MAE ((T;—1I) 1560 1522 1659 1620 2067 2070 1671 1771 5134 15042

MAE 1506 1424 1788 1732 1410 1379 1190 1483 5474 11782




Table 4.3. LF-DFT vertical excitation energies [cm™] calculated for [V (H20)s]** complex at different levels of theory; mean absolute error

(MAE) is given in cm™!; assignment (electronic state and its configuration) in formally Tr point group is indicated

BP86 geometry

Assign. (Tr) BP86 PW91 OPBE SSBD B3LYP CAMB3LYP PBEO OPBEO Exp3'®
0 0 0 0 0 0 0 0 0
Tg (t2g%eg”) 909 899 841 900 855 844 837 798 1940%
1092 1086 1074 1056 961 930 955 941
9654 9557 10520 10407 9506 9494 10006 10713 9860
'Tg (tg’eg") 10611 10508 11479 11320 10319 10300 10811 11512 12200
11032 10925 11857 11763 10772 10731 11254 11931
15255 15212 14814 14408 14995 15229 15146 14848 17200
Tg (tag'eq") 16235 16186 15776 15351 15829 16025 15974 15663 19600
17590 17547 17221 16697 17374 17687 17578 17309
23862 23796 22909 22882 24047 24134 23755 23193 25200
3Ty (tg'eg?) 25884 25811 24900 24917 26285 26493 26016 25429 27900
27159 27079 26150 26159 27442 27621 27162 26556
MAE ((Ty—°I) 1424 1472 1986 2173 1447 1290 1492 1844
MAE (Ty—1) 792 893 596 602 1004 1025 656 665
MAE 1243 1306 1589 1724 1320 1214 1253 1507
PW91 geometry
Assign. (Tr) BP86 PW91 OPBE SSBD B3LYP CAMB3LYP PBEO OPBEO Exp3!®
0 0 0 0 0 0 0 0 0
Ty (tg’eg”) 917 907 848 908 863 852 845 805 1940%°
1113 1107 1094 1077 981 949 975 960
9648 9550 10512 10401 9499 9487 10000 10705 9860
Tg (t2g’eg") 10630 10526 11496 11339 10324 10304 10828 11527 12200
11046 10938 11870 11777 10784 10742 11266 11942
15343 15299 14902 14494 15081 15317 15234 14936 17200
Ty (tg'eg?) 16321 16272 15863 15434 15912 16109 16058 15748 19600
17715 17672 17348 16819 17499 17815 17704 17435
*Tq (toolesd) 23940 23873 22989 22957 24120 24207 23830 23269 25200
9*9 25971 25897 24989 25002 26371 26582 26105 25518 27900
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27291 27210 26283 26289 27573 27755 27295 26689

MAE (*Tg—°I) 1341 1390 1902 2092 1366 1207 1410 1762
MAE (3Ty—'1) 787 889 584 591 1003 1025 646 655
MAE 1183 1246 1526 1663 1262 1155 1191 1445

4.1.3. d3 Electronic spectra of V(I1) and Cr(11l) hexaaqua complexes

“Ground electronic configuration of [V(H20)s]?* and [Cr(H20)s]* complexes in Tn symmetry is tq>. The ground electronic state in both
investigated structures is *Ag. According to the lowest three excitations belong to the spin-flip forbidden transitions within the ground tg*
electronic configuration, i.e. 2Eq, T4 and 2Ty states. The first two spin-allowed transitions are from the ground *Aq state to the two *Tq states,
one corresponding to “T1g and other to the *Tog in On symmetry. These transitions represent the promotion of the one-electron from the tq orbitals to
the eg orbitals, and transition to the “T,g4 state corresponds to the LF splitting A. The doublets originating from the same excited electronic
configuration are the two 2Ag, two 2Eg, and four 2T4. The promotion of two electrons from ty orbitals into eg orbitals, without changing the spin
yields T4 as a high lying excited state (*T1g in On symmetry). The same excitation t&®—tgleq?, accompanied by the spin-flip, gives four 2Ty
states. Simultaneous excitation of all three electrons from ty orbitals to eq orbitals, i.e. t®—t.%eq® (*Ag—2Ey), is also spin forbidden. Despite
all these excitation possibilities, only three transitions are observed in the case of [V(H20)s]?*, and four transitions in the case of [Cr(H20)s]**
complex cation322,7¢7

“TD-DFT failed to reproduce experimental data for both [V (H20)e]%* and [Cr(H20)6]**, Table 4.4. and Tables 4.6., in particular, the relative position
of the first two bands. Furthermore, adiabatic TD-DFT was not able to calculate the experimentally observed double excitation (t*—t'e?), although this
transition was clearly seen experimentally3?3, However, the spin-forbidden transition, *Aq—2Eg, of [Cr(H20)e]%* is calculated with very good
accuracy with B3LYP, BP86, PW91, and CAM-B3LYP.”®
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Table 4.4. TD-DFT vertical excitation energies [cm™] calculated for [V(H20)s]?* complex at different levels of theory; mean absolute error
(MAE) is given in cm™; assignment (electronic state and its configuration) in formally T, point group is indicated

BP86 geometries

Assign. (Tp) BPS6 PW91 OPBE SSBD B3LYP CAMB3LYP PBEO OPBEO MO6L SAOP  Exp®®
Aq (tag7e0) 0 0 0 0 0 0 0 0 0 0 0

Ty (tag’eq)) 17435 17201 15827 16813 16466 16335 15702 14630 23298 24474 12350
Ty (tag’eq) 20010 18483 18496 19460 20753 20781 20407 19421 26026 27121 18500
Ty (tag'esd) - - - - - - - - - - 27900
MAE 3297 2434 1715 2686 3159 3108 2604 1575 9212 10347

PW91 geometries

Assign. (Ty) BP86 PW91 OPBE SSBD B3LYP CAMB3LYP PBEO OPBEO MOB6L SAOP  Exp?
A, (trged) 0 0 0 0 0 0 0 0 0 0 0

Ty (tageq)) 17560 17279 15938 16892 16604 16476 15836 14754 23427 24586 12350
Ty (tageq)) 20124 18297 18599 19522 20880 20917 20534 19537 26146 27222 18500
T, (tag'es?) - - - - - - - - - - 27900
MAE 3392 2541 1818 2757 3292 3246 2735 1695 9336 10454

“In contrast, LF-DFT shows remarkably well performance for both [V(H20)s]?* and [Cr(H20)]3" Table 4.5. and Tables 4.7., and the only
discrepancy is observed at CAM-B3LYP level of theory for [V (H20)s]?*, because of the overestimation of the ligand-field splitting. LF-DFT results
are also in good agreement with previous INDO/S%?4, SORCI*?, and MRCI3% calculations. In addition, in the case of [Cr(H20)s]%*, the third
spin-allowed transition, arising from the double excitation, is calculated with even higher precision with LF-DFT than with ab initio methods.
Transition to “Ty state is calculated with even higher precision using LF-DFT method. LF-DFT proved to be more accurate in comparison to
recent CASSCF/CASPT23%2 calculations. The transition to the first Ty state, experimentally found at ~17400 cm™, was calculated with the
deviation of 3800 cm™ (CASSCF) and 3100 cm™ (CASPT2)3%2, Furthermore, the transition experimentally found at ~ 37800 was calculated
with the error of 3300 cm™ using CASPT23%%and the error of 1900 cm™ (2300 cm™) with CASPT2/NEVPT2305,7¢7
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Table 4.5. LF-DFT vertical excitation energies [cm™] calculated for [V(H20)s]** complex at different levels of theory; mean absolute error

(MAE) is given in cm™; assignment (electronic state and its configuration) in formally T, point group is indicated

BP86 geometries

Assign. (Tr) BP86 PW91 OPBE SSBD B3LYP CAMB3LYP PBEO OPBEO Exp3??
*Ag (t2g°eg") 0 0 0 0 0 0 0 0 0

*Tq (t2g°eg") 12311 12343 11605 11563 12899 15251 13048 12432 12350
*Tq (t2g°eg") 18189 18107 17119 17206 18864 21228 19006 18217 18500
Tq (tag'eg?) 28266 28148 26605 26743 29332 33431 29566 28322 27900
MAE 239 216 1140 1079 782 3720 957 262

PW091 geometries

Assign. (Tr) BP86 PW91 OPBE SSBD B3LYP CAMB3LYP PBEO OPBEO Exp3??
*Ag (t2g°eg") 0 0 0 0 0 0 0 0 0

*Tg (t2g’eq") 12460 12530 11761 11706 13086 15732 13224 12621 12350
*Tg (t2g’eq") 18354 18226 17298 17352 19093 21716 19180 18428 18500
*Tq (t2g'eg°) 28525 28358 26886 26967 29696 34316 29855 28659 27900
MAE 244 254 985 958 992 4288 1120 317
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Table 4.6. TD-DFT vertical excitation energies [cm™] calculated for [Cr(H20)s]** complex at different levels of theory; mean absolute error
(MAE) is given in cm™; assignment (electronic state and its configuration) in formally T, point group is indicated

BP86 geometry

Assign. (Tn) BP86 PW91 OPBE SSBD B3LYP CAMB3LYP PBEO OPBEO MO6L SAOP Exp322
*Ag (t2g°eq) 0 0 0 0 0 0 0 0 0 0 0

’Eq (t2g°¢”) 16295 15969 19876 19414 15890 16183 17614 20680 24392 32569 15000
*Tq (t2g’eg") 21410 21308 19388 20748 21158 21246 20451 19266 26403 25872 17400
*Tq (t2g’eg") 23512 23422 21390 22792 25305 25642 25057 19254 28451 27617 24600
*Tq (t2g'eg?) - - - - - - - - - - 37800
MAE (‘“Tq—*I) 2549 2543 2599 2578 2231 2444 1754 3606 6427 5744

MAE (“Tq—2I) 1295 969 4876 44414 890 1183 2614 5680 9329 17569

MAE 2131 2018 3358 3190 1784 2023 2041 4297 7415 9686

PW91 geometry

Assign. (Tn) BP86 PW91 OPBE SSBD B3LYP CAMB3LYP PBEO OPBEO MO6L SAOP Exp3??
*Ag (t2g°eq) 0 0 0 0 0 0 0 0 0 0 0

’Eq (t2g°¢”) 16291 15966 19866 19407 15885 16177 17607 20667 24392 32538 15000
*Tq (t2g’eg") 21492 21391 19472 20833 21233 21321 25971 19342 26483 20527 17400
*Tq (t2g’eg") 23594 23504 21474 22883 25379 25712 25133 23915 28537 27719 24600
Ty (t2g'€q%) - - - - - - - - - - 37800
MAE (“Tq—*I) 2599 2593 2649 2625 2256 2466 4502 1365 6460 3073

MAE (“Tq—2I) 1291 966 4866 4407 885 1177 2607 5667 9392 17538

MAE 2163 2051 3388 3219 1799 2037 3870 2798 7437 7895
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Table 4.7. LF-DFT vertical excitation energies [cm™] calculated for [Cr(H20)]** complex at
different levels of theory; mean absolute error (MAE) is given in cm™2; assignment (electronic
state and its configuration) in formally Tn point group is indicated

BP86 geometry

Assign.(T,) BP86 PW91 OPBE SSBD B3LYP CAMB3LYP PBEO OPBEO Exp®*

A (o)) 0 0 0 0 0 0 0 0 0

2B, (t’es”) 12886 12769 14325 14120 12674 12758 13630 14736 15000
T, (te’) 17078 17043 16665 16167 16730 16861 16812 16559 17400
Ty (tag?es)) 24052 24004 23182 22950 24102 24245 23998 23497 24600
Ty (tg'e,?) 37718 37642 36518 35900 37562 37801 37482 36760 37800
MAE

(Toiy 317 370 1145 1504 469 298 503 995

MAE

(T.oey 2114 2231 675 880 2326 2242 1370 264

MAE 766 835 1027 1416 933 784 719 812

PW91 geometry

Assign. (T,) BP86 PW91 OPBE SSBD B3LYP CAMB3LYP PBEO OPBEQ Exp3?

A (teg?) O 0 0 0 0 0 0 0 0

%Eq (t’e’) 12905 12786 14336 14140 12682 12756 13640 14745 15000
T, (tgeg’) 17154 17119 16743 16240 16806 16938 16888 16636 17400
T, (teql) 24140 24095 23266 23036 24197 24332 24096 23594 24600
T, (tg'e?) 37866 37793 36664 36043 37716 37945 37639 36918 37800
MAE

(Toiy 291 298 1075 1527 394 325 425 917

MAE

(T,2y 2095 2214 664 860 2318 2244 1360 255

MAE 546 578 513 1360 612 805 659 407




“High overestimation of the first transition to the T4 excited state by TD-DFT is obviously
due to the lack of orbital relaxation. Lack of orbital relaxation in TD-DFT, has been recently
analyzed by Ziegler et al.®?® In TM complexes, this is a particularly important issue for the
excitations that depend only on the ligand field splitting A, like in these two cases (*Azg 10 4T2g
). On the other hand, orbitals used in LF-DFT are prepared utilizing the variational DFT-AOC-
SCF procedure, circumventing problems related to the orbital relaxation. Another important
issue in d3systems is CI mixing between *T14(F ) and *T14(P ) states. Since later one nominally
corresponds to double excitation, this mixing is missing in adiabatic TD-DFT methodology.
If we consider LF parameters for [V(H20)s]** and [Cr(H20)e]®*, the double excitation
character of, lower, “Tig(F ) state is 16.5% and 9.5%, respectively. This leads to the
stabilization of this state due to its double excitation character for around 1,600 and 1,300
cm 1, respectively, which is however in the range of precision of these calculations. LF-DFT,
as a non-empirical approach to the LFT, is performing very well for such situations.”®’

4.1.4. d* Electronic spectra of Cr(1l) and Mn(111) hexaaqua complexes

“Electronic configuration of both, [Cr(H20)e]?>" and [Mn(H20)s]** complexes, in T
symmetry is tg®eq*. The ground electronic state is °Eq. The only spin-allowed excitation
belongs to the transition of one electron from ty orbitals to eg orbitals (tg’eq!—ts%e4?), resulting
with Ty excited state (°T2g in On symmetry). The unequal population of the anti-bonding eq
orbitals in the ground state leads to the strong JT distortion that can be clearly reflected in the
absorption spectra of these two complexes.s % Instead of a single °Eq—°T4 band, two major
bands are observed. The first one, lower in energy, originates from the JT splitting of the
ground state, and the second, broad asymmetric band, from the splitting of the excited °Tg
state. The spectrum of [Cr(H20)s]?* consists of two major bands centered at 8000 cm* and
14550 cm?, with a shoulder at 18050 cm™ (Tables 14. and 15.). On the other hand, in the

spectrum of [Mn(H20)e]*", the bands occur at 9800 cm™ and 20000 - 21000 cm* (Tables 16.
and 17.).7%7



Table 4.8. TD-DFT vertical excitation energies [cm™] calculated for [Cr(H20)s]?* complex at different levels of theory; mean absolute error
(MAE) is given in cm™; assignment (electronic state and its configuration) in formally T, point group is indicated

BP86 geometries

Assign. (Th) BP86 PW91 OPBE SSBD B3LYP CAMB3LYP PBEO OPBEO MO6L SAOP Exp®®
5E, (%) 0 0 0 0 0 0 0 0 0 0 0
91729 = 8070 7800 7313 8443 7973 7864 7709 7246 12385 14066 8000
15277 15219 14156 15102 14697 14576 14288 13583 20988 20536 14550
*Ty (tzg°4?) 17424 15219 16128 17196 16431 16233 16023 14831 23121 22464 18050
18006 17946 16329 17574 17063 16948 16089 15306 23375 22506
MAE 377 426 967 553 492 540 849 1567 5340 5495

PW91 geometries

Assign. (T) BP86 PW91 OPBE SSBD B3LYP CAMB3LYP PBEO OPBEO MO6L SAOP  Exp®
SE, (taeq’) 0 0 0 0 0 0 0 0 0 0 0
g\t20 ® 7905 7968 7147 8291 7823 7717 7559 7095 12230 13921 8000
15345 15154 14227 15172 14751 14629 14347 13646 21044 20600 . ..
5Ty (tag?e?) 17465 17285 16185 17245 16471 16274 16064 14884 23169 22499 o2
18061 17892 16369 17637 17114 16999 16142 15347 23433 22561

MAE 654 620 1063 787 724 745 1001 1297 5723 5810




Table 4.9. LF-DFT vertical excitation energies [cm™] calculated for [Cr(H20)s]?* complex at
different levels of theory; mean absolute error (MAE) is given in cm™2; assignment (electronic
state and its configuration) in formally T point group is indicated

BP86 geometries

Assign. (T,) BP86 PW91 OPBE SSBD B3LYP CAMB3LYP PBEO OPBEO Exp®

5E, (tag°eyY) 0 0 0 0 0 0 0 0 0
9120 = 7308 7229 6820 7019 7362 7461 7304 7028 8000
13069 12988 12376 12278 12824 13034 12839 12428 14550
Ty (tg’eg?) 13075 12995 12501 12407 13090 13339 13070 12577 18050
15139 15037 14325 14382 14817 14984 14750 14178
MAE 1694 1780 2338 2285 1821 1656 1863 2297

PW91 geometries

Assign. (T,) BP86 PW91 OPBE SSBD B3LYP CAMB3LYP PBEO OPBEO Exp®

E, (o) O 0 0 0 0 0 0 0 0

9l20% ) 7170 7092 6697 6886 7231 7332 7177 6910 8000
13130 13056 12463 12337 12890 13105 12006 12495 .

Ty (ta%e,?) 13163 13075 12562 12489 13171 13422 13153 12659 o 2
15185 15083 14373 14423 14864 15037 14801 14229

MAE 1699 1786 2339 2293 1824 1656 1864 2295

“TD-DFT reproduced the experimental transitions of [Cr(H20)s]?* with high accuracy
(Table 4.8.), with a mean absolute error (MAE) less than 1000 cm ™. SAOP and M06-L gave
transitions intensely shifted toward higher wave-numbers. TD-DFT results for this complex
ion are somewhat better than those obtained with LF-DFT. Although LF-DFT reproduced the
first band with high accuracy, regardless of the level of theory (Table 4.9.), the second
transition is underestimated, and shoulder at 18,050 cm is not observed. Schatz et al.0?
highly underestimated the first transition with the error of ~4400 cm™, 3800 cm™?, and 4700
cm?® by using CASSCF, CASPT2 and MRCI, respectively. Recent calculations®® using
CASPT2/NEVPT2 bigger basis sets/active space overestimated this transition with the error
of ~1200 cm™. The second transition was calculated with a deviation of ~3300 cm™
(CASSCF) and ~3100 cm * (MRCI). Neese et al.®?”, using CASSCF and SORCI, also reported
values for the splitting of the °Eg term that are underestimated by ~3500 - 4000 cm?, if
compared with experimental observation. The authors suggested that strain influences the
splitting of the °Eq state, shifting the first experimental transition to the higher energy for
approximately 1500 cm* ¢
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Figure 4.2. Ligand field strength of [Cr(H20)s]?>* and [Mn(H20)6]** obtained from
LF-DFT calculations with different XC functionals, and compared with
CASSCF and SORCI results and experiment

“In the case of [Mn(H20)6]%*, TD-DFT calculations on B3LYP, M06-L, CAM-B3LYP, and
PBEO level of theory show good agreement with the experimental data. Again, TD-DFT
showed better performance than LF-DFT. Both TD-DFT and LF-DFT match better the
experimental spectrum, than CASSCF/MRCI study done by Schatz et al. 32, who obtained
the deviation of calculated value for the first transition of ~3400 cm—1 (CASSCF) and ~3100
cm—1 (MRCI). Good agreement with the experimental values was obtained using
CASPTZ/LVEVPT23°5, yet the comparison was carried out on the spectra obtained from a
solution.”®’

“LF-DFT calculated ligand-field strength, A, (Appendix section), for both [Cr(H20)s]?** and
[Mn(H20)6]*" in perfect octahedral coordination environment, is in a good agreement with the
high-level ab initio calculations by Neese et al32°.”%"



Table 4.10. TD-DFT vertical excitation energies [cm™] calculated for [Mn(H20)s]** complex at different levels of theory; mean absolute error
(MAE) is given in cm™; assignment (electronic state and its configuration) in formally T, point group is indicated

BP86 geometries

Assign. (Ty) BP86 PW91 OPBE SSBD B3LYP CAMB3LYP PBEO OPBE MO6L SAOP Exp326
SE, (to;%eq) 0 0 0 0 0 0 0 0 0 0 0
9120 = 6554 6489 5782 6827 7216 7371 7104 5782 9577 10048 9800
15347 15356 11636 11695 18001 18550 17950 11636 15858 12646 20000
Ty (t2g%g?) 16517 16484 14313 14555 19743 20651 19565 14313 18641 16401 21100
18494 18474 15701 16026 20004 20876 20019 15701 20037 17436
MAE 3307 3339 5481 2911 1602 1017 1673 5481 1345 3129
PW091 geometries
Assign. (Th) BP86 PW91 OPBE SSBD B3LYP CAMB3LYP PBEO OPBE MO6L SAOP Exp32°
SE, (t2g%e4Y) 0 0 0 0 0 0 0 0 0 0 0
91729 =0 6568 6501 5796 6839 7227 7380 7113 5796 9595 10085 9800
15539 15547 11853 11911 18110 18653 18061 11853 16090 12887 20000
Ty (t2g’eg?) 16639 16604 14451 14690 19882 20746 19667 14451 18782 16563 91100
18629 18608 15855 16183 20109 20992 20150 15855 20212 17632

MAE 3204 3238 5365 3446 1522 942 1591 5365 1219 3009




Table 4.11. LF-DFT vertical excitation energies [cm™] calculated for [Mn(H20)s]** complex
at different levels of theory; mean absolute error (MAE) is given in cm™; assignment
(electronic state and its configuration) in formally Tx point group is indicated

BP86 geometries

Assign. (T,) BP86 PW91 OPBE SSBD B3LYP CAMB3LYP PBEQO OPBEQ Exp3®

SE, (tg%yY) 0 0 0 0 0 0 0 0 0
9129 = 6437 6420 6286 6272 6474 6531 6475 6387 9800
16826 16800 16403 16041 16747 16862 16814 16619 20000
Tq(tg’es®) 16984 16961 16642 16131 16809 16958 16861 16623 21100
18985 18950 18498 18103 18742 18839 18754 18472
MAE 2858 2883 3198 3479 2969 2873 2944 3140

PW091 geometries

Assign. (T,) BP86 PW91 OPBE SSBD B3LYP CAMB3LYP PBEO OPBEO Exp®*

5E, (tag%eyY) 0 0 0 0 0 0 0 0 0
6449 6433 6300 6285 6486 6543 6488 6400 9800
16935 16908 16513 16147 16833 16949 16902 16711 20000
Tq(tg’eg?) 17075 17051 16734 16219 16913 17061 16965 16723 21100
19092 19056 18607 18206 18841 18937 18853 18573
MAE 2784 2810 3123 3408 2900 2805 2875 3070

4.1.5. d® Electronic spectra of Mn(11) and Fe(lll) hexaaqua complexes

“Electronic configuration of both [Mn(H20)s]%** and [Fe(H20)e]3* complex in Th symmetry
is ts°eg?. The ground electronic state is ®Ag. There are no spin-allowed d-d transitions in d°
high spin configuration. The lowest excitations (two *Ag, two “Eg, two Ty, three 2A,, three 2Eg,
four 1T, and four Ty) belong to the same electronic configuration. The transition of one
electron from tq orbitals to ey orbitals gives two “Tg, two 2Ag, two ?Eq and four 2Ty states.
Promotion of two electrons from tg orbitals to eg orbitals, as a result, gives two spin-forbidden
2T, states. Experimentally, quartet states are seen in the spectrum, as low-intensity bands.
More precisely, there are five3?® bands in the case of [Mn(H20)s]?*, and three®?° in the case of
[Fe(H20)e]".”%"

“In the case of [Mn(H20)s]*" complex, five experimentally observed absorption bands
(Tables 18. and 19.) are attributed to the transitions from the ground °Aq state to two *Tq (*T1g
and “Tog in On symmetry), “Eg + *Axg, “Tq and *Eq states, respectively. 3¥TD-DFT obtained
results are in poor agreement with the experiment (Table 4.12.) The absorption spectrum was
reproduced with excellent accuracy using LF-DFT approach at SSBD, PBEO, OPBEO and
OPBE levels of theory (Table 4.13.). Furthermore, LF-DFT calculations are also in good
agreement with calculations using INDO/s model®?*, and with CASSCF/CASPT2/MRCI13%
and NEVPT23% obtained results.”®’



Table 4.12. TD-DFT vertical excitation energies [cm™] calculated for [Mn(H20)]3* complex at different levels of theory; mean absolute error
(MAE) is given in cm™%; assignment (electronic state and its configuration) in formally T, point group is indicated

BP86 geometries

Assign. (Tr) BP86 PW91 OPBE SSBD B3LYP CAMB3LYP PBEO OPBEO  MO6L  SAOP  Exp®®

*Aq (tg’eq”) 0 0 0 0 0 0 0 0 0 0 0

“Tq (ta2g’eq") 20134 19785 26952 27811 18964 18978 21679 27137 32131 42723 18870

“Tq (tzg'eq") 20257 19908 27063 27918 19955 20038 22932 28374 32253 42832 23120

AHE, (tadedd) 24720 24397 30816 36308 23840 24040 26400 31391 36308 45574 24960
g o\2g = 25238 24890 31529 32496 23885 24066 26504 31471 37053 46565 25270

*Tq (tag’eg”) 25832 25445 32470 32742 24382 24458 27376 32747 38007 47943 27980

*Eq (t2g°eg%) 25841 25457 32496 32771 23886 25358 28011 33158 38022 46902 29750

MAE 1742 1983 5229 6682 2537 2204 1335 5721 10637 20431

PW91 geometries

Assign. (Tr) BP86 PW91 OPBE SSBD B3LYP CAMB3LYP PBEO OPBEO  MO6L  SAOP  Exp®®

*Aq (tg’eq”) 0 0 0 0 0 0 0 0 0 0 0

*Tq (t2g’eq") 20059 19710 26875 27744 18897 18910 21610 27067 32050 42584 18870

Tq (tzg'eq") 20183 19833 26985 27851 19892 19973 22869 28309 32171 42694 23120

AHE, (tadedd) 24705 24376 30799 36404 23832 24032 26388 31379 36291 24425 24960
9T —oltae B 25226 24874 31516 32326 23878 24032 26493 31459 37037 24432 25270

*Tq (t2g’eg?) 25825 25438 32463 32701 24373 24449 27366 32735 37996 47869 27980

*Eq (tg’eg”) 25833 25448 32491 32798 23878 25351 28001 33147 38015 46909 29750

MAE 1749 1991 5196 6645 2542 2213 1334 5691 10601 13618




Table 4.13. LF-DFT vertical excitation energies [cm™] calculated for [Mn(H20)6]** complex
at different levels of theory; mean absolute error (MAE) is given in cm™; assignment
(electronic state and its configuration) in formally Tx point group is indicated

BP86 geometries

Assign.(T,) BP86 PW91 OPBE SSBD B3LYP CAMB3LYP PBEO OPBEQ Exp3®

A (e 0 0 0 0 0 0 0 0 0

T, (t'es) 16118 15912 20105 19218 15527 15606 17814 20739 18870
T, (ts'es) 20237 20038 23614 22931 19695 19734 21656 24146 23120
4 4

AgtEq 22754 22547 25750 25015 21834 21853 23679 25922 24960
(tzg°eg”) 25270
T, (ted) 26344 26137 29264 28770 25768 25768 27546 29782 27980
‘E, (L'e,)) 28397 28188 31080 30639 27760 27744 20432 31498 29750
MAE 2197 2403 996 463 2850 2826 942 1450

PW91 geometries

Assign.(T,) BP86 PW91 OPBE SSBD B3LYP CAMB3LYP PBEO OPBEQ Exp3®

“Ag(tages®) 0 0 0 0 0 0 0 0 0
“To(tag’eq!) 16044 15838 20031 19151 15458 15536 17744 20668 18870
Ty (tag’es) 20186 19988 23564 22889 19650 19688 21611 24102 23120
4 4

Ag;“ '259 22749 22542 25742 25012 21829 21847 23672 25913 22960
(tzg°eg”) 25270
Ty (tag'es?) 26323 26116 29239 28750 25745 25744 27522 29754 27980
“Eq(t2’ey?) 28390 28181 31070 30635 27753 27736 20423 31486 29750
MAE 2784 2810 3123 3408 2900 2805 2875 3123

“The experimental spectrum of [Fe(H20)s]*" is characterized by three absorption bands at
12600, 18500 and 24300 cm™.3%° These bands are assigned as transitions from the ground ®Aq
state to two “Tgy (*T1g and *T2g in On symmetry) and *Eq + %A1q states, respectively. TD-DFT
calculations failed to reproduce experimentally obtained transitions (Table 4.14.).”%7

“LF-DFT theoretical transitions agree rather well with the experimental values (Table
4.15.). The best agreement was achieved with OPBEO, SSBD and OPBE XC functionals, for
both, BP86 and PW91 optimized structures. However, slightly better results were obtained on
PW91 optimized geometry (Table 4.15.). LF-DFT vertical excitation energies were also in
good agreement with INDO/S calculations®?*. Furthermore, LF-DFT proved to be
significantly better than high-level wave function based methods°% 30 320 that showed a
strong dependence on the chosen basis set, the active space and correlation of the outer-core
orbitals. In general, wave-function based, post-HF methods, tend to highly overestimate
transitions within d® TM ion systems. This phenomenon reflects the importance of the
dynamic correlation in the sextet-quartet splitting. Electron correlation between the electrons
of opposite spins is completely missing in the HF, and in the post-HF methods, very extensive
correlation treatments, with very large basis sets, are needed to achieve more precise results.
As already mentioned, these correlation effects are included in LF-DFT through the XC
functional. This proves that the LF-DFT calculations with either one of chosen DFAs can be
the method of choice for studying vertical excitation energies. and corresponding UV/Vis
spectra.”®’



Table 4.14. TD-DFT vertical excitation energies [cm™] calculated for [Fe(H20)s]** complex at different levels of theory; mean absolute error
(MAE) is given in cm™%; assignment (electronic state and its configuration) in formally T, point group is indicated

BP86 geometries

Assign. (Tr) BP86 PW91 OPBE SSBD B3LYP CAMB3LYP PBEOQ OPBE0O MO06L  SAOP  Exp®°

A (t2g°eg%) 0 0 0 0 0 0 0 0 0 0 0

“Tq (t2g"eq") 11757 11515 16368 18197 13200 13770 15350 19476 22314 24024 12600

“Tq (tzg'eq") 11893 11650 16512 18311 14437 15117 16916 21021 22439 24369 18500

AHE, (bges) 17421 17239 19329 20171 22194 23676 24899 28015 23587 24491, .00

19309 19158 20499 21255 26517 29047 29644 31481 24495 24608

MAE 4461 4678 3380 3124 1572 2204 2435 4106 4637 5847

PW091 geometries

Assign. (Tr) BP86 PW91 OPBE SSBD B3LYP CAMB3LYP PBEO OPBEO MO6L  SAOP  Exp®®®

*Ag (t2g°eg?) 0 0 0 0 0 0 0 0 0 0 0

“Tq (tzg'eq") 11695 11453 16310 18138 13137 13709 15289 19417 22272 24127 12600

“Tq (t2g’eq") 11830 11587 16452 18282 14401 15056 16857 20963 22396 24351 18500

AE, (besd) 17470 17288 19399 20246 22223 23695 24927 28063 23678 24473, .00
g Fo e E 19382 19230 20585 21343 26591 29110 29722 31577 24598 24720

MAE 4483 4700 3355 3087 1581 2218 2452 4121 4576 5891




Table 4.15. LF-DFT vertical excitation energies [cm™] calculated for [Fe(H20)s]>* complex
at different levels of theory; mean absolute error (MAE) is given in cm™; assignment
(electronic state and its configuration) in formally Tx point group is indicated

BP86 geometries

Assign. (T,) BP86 PW91 OPBE SSBD B3LYP CAMB3LYP PBEO OPBEQ Exp®*

‘Ag(t’eg®) O 0 0 0 0 0 0 0 0
‘Tg(tg'eg’) 11102 10946 14112 14240 10079 9990 11683 13784 12600
“Tg(tg'eg’) 16013 15866 18523 18809 15313 15243 16701 18481 18500
“Ag+°Eq 21301 21155 23463 23386 20663 20942 22019 23597 24300
(tzg°eg”)

MAE 2328 2477 790 954 3115 3157 1665 635

PW091 geometries

Assign. (T,) BP86 PW91 OPBE SSBD B3LYP CAMB3LYP PBEO OPBEO Exp®*

A, (te?) O 0 0 0 0 0 0 0 0
“Tq(tg'eg’) 11040 10885 14047 14178 10001 9906 11600 13688 12600
T, (bo'e)) 15968 15823 18475 18765 15244 15163 16623 18388 18500
‘Ag+°Eq 21313 21169 23472 23395 20650 20672 21998 23563 24300
(t2g°eq”)

MAE 2359 2507 766 916 3168 3219 1726 645

4.1.6. d° Electronic spectra of Co(1ll) and Fe(ll) hexaaqua complexes

“In the case of [Fe(H20)s]** complex, the electronic configuration in T symmetry is tg*eq?.
The ground electronic state is °Tq. According to the Tanabe-Sugano diagram for d® high-spin
configuration, one spin-allowed transition to °Eq state is expected. This transition corresponds
to the promotion of one electron from tg orbitals to eq orbitals (tg*eq>—tgs3eq®). Experimentally,
two absorption picks are observed, one at 8300 and one at 10400 cm™ (Table 4.16.)®°, as a
consequence of the JT distortion, present in the excited °Eq state. Splitting of the ground °Ty
state is experimentally not observed, because of the relatively weak JT effect, associated with
the unequal population of the nonbonding tq orbitals.”®’

“DFT calculations with BSLYP, CAM-B3LYP, OPBEO, and PBEO reproduced the first
component of spin-allowed transition with reasonable accuracy (<2500 cm *)on both BP86
and PW91 optimized geometries (Table 4.16.). The second transition is calculated on too high
energy. This discrepancy can be explained in the same way as in the case of d® systems, due
to the lack of orbital excitation in TD-DFT, since upon descent in symmetry °Eq state splits
into two states.”®’



“LF-DFT calculations reproduced the spectrum with excellent agreement with experimental data (Table 4.17.). Slightly better results were
obtained with PW91 optimized geometry. In general, LF-DFT calculations provided better results than TD-DFT in the particular case of
[Fe(H20)6]?". The transition energies obtained using the LF-DFT approach are in accordance with previous CASSCF/SORCI calculations by
Neese at al.*?°, Furthermore study utilizing the CASSCF/CASPT2/MRCI done by Shatz et al. calculated the first transition with the error
above the 3000 cm™, depending on the chosen method.3%? This fact gives an obvious advantage to the low cost of DFT-based methods.”®’

Table 4.16. TD-DFT vertical excitation energies [cm™] calculated for [Fe(H20)s]?* complex at different levels of theory; mean absolute error
(MAE) is given in cm™%; assignment (electronic state and its configuration) in formally Tn point group is indicated

BP86 geometries

Assign. (Th) BP86 PW91 OPBE SSBD B3LYP CAMB3LYP PBEO OPBEO MO6L SAOP Exp3%0

°Tq (t2g*eq”) 0 0 0 0 0 0 0 0 0 0 0

5E, (tag%e,?) 11887 11700 11699 12499 10429 10324 10741 10828 16938 22954 8300

16846 16581 15743 17298 14267 14075 14266 13774 24047 24970 10400

MAE 5016 4790 4371 5548 2998 2849 3153 2951 11142 14612

PW91 geometries

Assign. (Th) BP86 PW91 OPBE SSBD B3LYP CAMB3LYP PBEO OPBEO MO6L SAOP Exp33°

°Tq (t2g*eq’) 0 0 0 0 0 0 0 0 0 0 0

SE, (tag%e,?) 12104 11916 11878 12642 10628 10523 10928 10986 17165 23035 8300
9Ny 16956 16689 15847 17357 14394 14204 14394 21947 24117 25116 10400

MAE 5180 4952 4512 5649 3161 3013 3311 7116 11291 14725




Table 4.17. LF-DFT vertical excitation energies [cm™] calculated for [Fe(H20)s]** complex
at different levels of theory; mean absolute error (MAE) is given in cm™; assignment
(electronic state and its configuration) in formally Tx point group is indicated

BP86 geometries

Assign. (T,) BP86 PW91 OPBE SSBD B3LYP CAMB3LYP PBEO OPBEQO Exp3*°

5T, (tg'es?) O 0 0 0 0 0 0 0 0

E, (e, G109 8289 8008 7885 7632 7508 7476 7198 8300
9(26%) 9987 10037 9638 9533 9355 9237 9171 8821 10400

MAE 257 187 527 641 856 977 1026 1340

PW91 geometries

Assign. (T,) BP86 PW91 OPBE SSBD B3LYP CAMB3LYP PBEO OPBEQO Exp3*°

5T, (tg'es) O 0 0 0 0 0 0 0 0

SE, (tue,’) 5392 8400 8050 7915 7656 7531 7501 7226 8300
9(26%) 10403 10394 9939 9826 9642 9523 9455 9099 10400

MAE 47 53 355 479 701 823 872 1187

“Complex [Co(H20)s]3* represents the only low-spin aqua complex in the first row TM
series, with a closed-shell ground state configuration in t,°. The ground electronic state is *Ag.
Experimentally, four bands were observed, centered at 8000 cm™, 12500 cm™, 16600 cm™,
and 24900 cm™ 331 All four transitions (Table 4.18.) originate due to the promotion of one
electron from tg orbitals to eq orbitals, t®—ts°eql. First two bands at 8000 cm™ and 12500 cm"
! are assigned to spin-forbidden one-electron transition to T4 states (°T1g and Tzg in On
symmetry). The bands observed at 16600 cm™, and 24900 cm™ correspond to spin-allowed
transition to two 1Tg states (}T1g and 1Tog in On symmetry).”®’

“Generally speaking, TD-DFT reproduced the experimental spectrum with good accuracy
only at BP86 optimized geometry using CAM-B3LYP and PBEO functional (Table 4.18.).
LF-DFT calculations at BP86 optimized geometry reproduced experimental spectrum with
excellent accuracy with all performed XC functionals (Table 4.19.). LF-DFT results obtained
on BP86 geometries are consistent with previous LF-DFT calculations done by Atanasov et
al.3>%, as well as with SORCI®?° and INDO/S%?* calculations. Furthermore, LF-DFT showed
remarkably better performance than CASSCF302 320 CASPT2, NEVPT23%® and MRCI
calculations®*?. CASSCF calculations?*® calculated the first spin-allowed transition with the
error of ~5400 cm™ and the second 'Tg with the error of ~4300 cm™. The same transitions
were calculated with the error of ~4900 cm™* and ~3500 cm ™ using CASPT2.392 MRCI gave
errors of ~6100 cm™? for the first singlet transition and ~3900 cm—1 for the second singlet
transition.2®2 CASSCF calculations by Neese et al. also underestimated the first 1T transition
with the error of ~3886 cm™.7%’

“In the case of PW91 geometry, LF-DFT and TD-DFT failed to provide accurate values for
both spin allowed transitions with all investigated functionals (Tables 22. and 24.). This
discrepancy is due to the higher deviation of Co-O bond lengths in PW91 optimized geometry
(1.950 A), with respect to BP86 optimized bond lengths (1.885 A), which is in better
agreement with crystal bond distances (1.873 A).”%’



Table 4.18. TD-DFT vertical excitation energies [cm™] calculated for [Co(H20)s]3* complex at different levels of theory; mean absolute error
(MAE) is given in cm™; assignment (electronic state and its configuration) in formally T, point group is indicated

BP86 geometries

Assign. (Tr) BP86 PW91 OPBE SSBD B3LYP CAMB3LYP PBEO OPBEO  MO6L SAOP Exp33
1Ag (t26°e4°) 0 0 0 0 0 0 0 0 0 0 0

Tq (t2g’eg") 11936 11882 10066 11668 11610 6458 9930 8547 18329 18745 8000
Tq (t2g°eg?) 12175 12115 10314 11829 13367 12361 12119 10766 18597 19091 12500
Ty (tg°eg") 16608 16554 14799 16402 17491 17716 15976 14683 22783 22742 16600
Ty (tg°eg") 19463 19409 17659 19124 23818 24510 23048 21734 25267 24709 24900
MAE (I' —1I') 2130 2133 2126 2169 2238 840 1155 1140 8213 8668

MAE (‘T'—-°1) 2722 2768 4521 2987 986 753 1238 2541 3275 3166

MAE 2426 2451 3323 2578 1612 797 1197 1841 5744 5917

PW91 geometries

Assign. (Tr) BP86 PW91 OPBE SSBD B3LYP CAMB3LYP PBEO OPBEO  MO6L SAOP Exp33
1A (t26°e¢°) 0 0 0 0 0 0 0 0 0 0 0
Tq (t2g°eg") 8826 8789 7106 8612 8915 7858 7233 5984 14940 15248 8000
Tq (t2g°eg?) 9059 9018 7333 8851 10610 12214 9342 8109 15241 15581 12500
Ty (tg°eg") 13055 13019 11415 12814 14486 14781 13051 11816 18850 18704 16600
Ty (tg°eg") 15384 15351 13764 14990 20239 21188 19697 18447 20723 20180 24900
MAE (I' —1I) 2133 2135 3030 2130 1402 214 1962 3203 4840 5164

MAE (‘' —°T) 6530 6565 8160 6848 3387 2765 4376 5618 3213 3412

MAE 4332 4350 5595 4489 2395 1489 3169 4411 4027 4288




Table 4.19. LF-DFT vertical excitation energies [cm™] calculated for [Co(H20)s]3* complex
at different levels of theory; mean absolute error (MAE) is given in cm™; assignment
(electronic state and its configuration) in formally Tx point group is indicated

BP86 geometries

Assign. (T,) BP86 PW91 OPBE SSBD B3LYP CAMB3LYP PBEO OPBEQ Exp3®*

TAg (tg’ey) O 0 0 0 0 0 0 0 0

T, (tg'esl) 9271 9329 7737 7403 10186 10845 10734 9539 8000
3T, (t’es)) 13898 13958 12008 11808 15115 15917 15949 14436 12500
T, (’es)) 15329 15335 14718 14310 15727 16127 15986 15600 16600
IT, (’es)) 245900 24598 23357 23167 25518 26181 26281 25352 24900
MAE (‘T

—1T) 1334 1393 377 644 2400 3131 3091 1737

MAE (‘T

) 790 783 1712 2011 745 877 997 726

MAE 1062 1088 1045 1328 1573 2004 2044 1232

PW091 geometries

Assign. (T,) BP86 PW91 OPBE SSBD B3LYP CAMB3LYP PBEO OPBEO Exp®!

A (t’e’) O 0 0 0 0 0 0 0 0

T, (t’es)) 6253 6312 4783 4617 7706 7999 7212 6281 8000
3T, (t°e,)) 10311 10375 8532 8454 12076 12410 11488 10369 12500
IT, (tgeq!) 13109 12031 11403 11147 13109 13374 13080 12747 16600
IT, (tog8g!) 21756 20088 18918 18774 21757 22112 21589 20934 24900
MAE (ir

1) 1968 1906 3592 3714 359 45 900 1925

MAE (‘T

—3) 3317 4690 5589 5789 3317 3007 3415 3909

MAE 2643 3298 4591 4752 1838 1526 2158 2917

4.1.7. d’ Electronic spectrum of Co(1l) hexaaqua complex

“Electronic configuration of [Co(H20)s]** complex in Tnh symmetry is ty°e42. The ground
electronic state is *Tq. Two bands that correspond to spin-allowed transitions. Two spin-
allowed transitions belong to the promotion of one electron from the ground state ty orbitals
to eq orbitals (tg"eq>—tg*eq®), resulting in two *Ty states (“Tig and *Tzg in On symmetry).
Splitting of the second “Ty state because of the ground state JT effect is experimentally not
observed.®?3 Possible spin-forbidden transitions are two 2Ag, two 2Eg, and four T4 Promotion
of the two electrons from tq orbitals to eq orbitals (tg°eq>—tg°eq*) gives one spin-allowed *Aq
state (*Azg in Onh symmetry), and spin-forbidden doublet states ?Eqand two 2T4.”%’

“TD-DFT calculations (Table 4.20.), overestimated the first transition to the “Tq state, while
not able to calculate the two-electron excitation to the “Ag4 state. The third transition is
satisfactorily reproduced. It should be noted that M06-L and SAOP completely failed to
reproduce the experimental values.”®’

“LF-DFT calculated transition energies are in excellent agreement with the experimentally
obtained transitions, and the best agreement was obtained with BP86 and PW91 functionals,
using either the BP86 or PW91 geometries (Table 4.21.).



LF-DFT underestimates the spin-forbidden transition “T4—2Eg, even though results with OPBE, OPBEO, and SSB-D are in reasonable
agreement with the experiment. Our LF-DFT results are in agreement with the previously reported LF-DFT calculations with PW91 functional
by Atanasov et al.3*® and with recent CASPT2/NEVPT23% calculations.”®’

Table 4.20. TF-DFT vertical excitation energies [cm™] calculated for [Co(H20)s]?* complex at different levels of theory; mean absolute error
(MAE) is given in cm™1; assignment (electronic state and its configuration) in formally T, point group is indicated

BP86 geometries

Assign. (Th) BP86 PW91  OPBE SSBD B3LYP CAMB3LYP PBEO OPBEO MO6L  SAOP Exp323

*Tq (t2g°g°) 0 0 0 0 0 0 0 0 0 0 0

4T, (b'esd) 12676 12501 11876 14006 10102 9927 9881 9488 19406 19523 8100
9 \"20 = 13396 13236 12624 14614 11161 11003 10983 10547 19762 20369

2, (tafeyl) 6791 6362 11333 12864 7168 7342 9443 12658 17435 15685 11300
9129 =0 11481 11041 16077 17705 11616 11924 13295 16556 22730 20165

*Ag ‘tog%eq”) - - - - - - - - - - 16000

4T, (ba'esd) 20146 19902 18669 21799 19021 18899 19240 18550 29558 25253 19400
9120 =9 20748 20512 19231 22257 20104 20026 20309 19525 30040 26016 21550

MAE (‘' —=T") 2161 2103 2400 3105 1452 1463 1244 1597 10044 7388

MAE (‘T —2T) 2164 2598 2405 3984 1908 1667 69 3307 8782 6625

MAE 2162 2227 2401 3325 1566 1514 950 2025 9729 7197

PW091 geometries

Assign. (Th) BP86 PW91 OPBE SSBD B3LYP CAMB3LYP PBEO OPBEO MO6L SAOP Exp323

Ty (t2g°eg?) 0 0 0 0 0 0 0 0 0 0 0

T, (tooeld) 12776 12608 11966 14066 10219 10048 9997 9595 19449 19634 8100
9\t~ 13473 13317 12689 14665 11231 11075 11048 10604 19811 20434

2, (tagfeyl) 6683 6471 10404 12762 7070 7243 9349 12560 17325 15567 11300
91129 =0 11337 11186 15082 17571 11482 11789 13156 16414 22588 20014

“Aq (trg’eg") - - - - - - - - - - 16000

AT, (togeld) 20255 20020 18770 21893 19144 19025 19358 18661 29610 25364 19400
91729 = 20785 20554 19260 22282 20133 20055 20336 19547 30036 26067 21550

MAE (‘I' =T 2215 2159 2382 3163 1433 1444 1226 1580 10075 7471

MAE (‘' —-2I") 2290 2471 1443 3866 2024 1784 47 3187 8656 6490

MAE 2234 2237 2148 3339 1580 1529 931 1982 9721 7226




Table 4.21. TF-DFT vertical excitation energies [cm™] calculated for [Co(H20)s]?* complex at different levels of theory; mean absolute error
(MAE) is given in cm™; assignment (electronic state and its configuration) in formally T, point group is indicated

BP86 geometries

Assign. (Tr) BP86 PW91 OPBE SSBD B3LYP CAMB3LYP PBEO OPBEO Exp3%

Ty (t2g°eg?) 0 0 0 0 0 0 0 0 0
7684 7670 7363 7191 7029 6890 6862 6649

*Tq (tag’eg®) 8196 8185 7853 7678 7300 7100 7074 6832 8100
9368 9353 9039 8813 8535 8377 8342 8116

2E, (trs%4) 5446 5336 7728 7753 5580 5738 6937 8546 11300
7540 7426 9770 9785 7595 7749 8904 10468

A ‘tog%eq”) 17642 17616 16947 16566 16121 15806 15742 15274 16000
19028 19018 18005 18490 18821 18618 18382 17743 19400

*Tq (t2g’eg’) 20482 20468 19480 19991 20299 20110 19857 19225 21550
21453 21434 20406 20892 21043 20798 20534 19860

MAE (‘T' —I) 602 594 691 397 317 406 557 1058

MAE (“T" —T) 4807 4919 2551 2531 4712 4556 3379 1793

MAE 1443 1459 1063 824 1196 1236 1122 1205

PW91 geometries

Assign. (Tr) BP86 PW91 OPBE SSBD B3LYP CAMB3LYP PBEO OPBEO Exp3?

*Tq (t2g°eg°) 0 0 0 0 0 0 0 0 0
7821 7807 7501 7318 7156 7017 6989 6776

*Tq (t2g’eg’) 8255 8245 7915 7734 7365 7169 7143 6902 8100
9413 9398 9084 8855 8574 8417 8382 8155

2E, (trolest) 5363 5253 7646 7678 5514 5674 6873 8483 11300
7372 7258 9603 9628 7447 7603 8760 10326

*Ag (t2g°eg") 17829 17801 17133 16740 16292 15980 15914 15445 16000
19159 19147 18129 18611 16292 18739 18500 17855 19400

*Tg (t2g"eg’) 20493 20478 19485 19997 18941 20119 19864 19227 21550
21484 21464 20429 20915 20306 20837 20570 19892

MAE (‘I' - 679 671 728 400 930 332 470 974

MAE (‘T" —T) 4932 5044 2675 2647 4819 4661 3483 1895

MAE 1530 1545 1118 850 1708 1198 1072 1158




4.1.8. dé Electronic spectrum of Ni(ll) hexaaqua complex

“The ground electronic state of [Ni(H20)s]%* complex in T symmetry is 3Ag, with electronic
configuration te®e42. Three spin-allowed transitions to 3Tq (°T2g, corresponding to A, and 3Tiq
(F) and 3T14 (P) states in On point group) are observed. 32 The first two transitions originate
from the excitation of one electron from tq orbital to ey orbital (t®es>— #5°eg%). The third
transition represents the double excitation from ty orbitals to ey orbitals (ts°eg>— #5%eg*).
Additionally, the two spin-forbidden transitions are experimentally observed.”®’

“Our TD-DFT calculations failed to reproduce correctly experimental spectrum (Table
4.22.). Generally, TD-DFT was not proved to be a good choice for electronic spectrum
calculations of nickel hexaaqua complex, as previously shown by Neese at al.>° Reason
behind the failure of TD-DFT to describe the spectrum is a consequence of two factors. The
first one is a lack of orbital relaxation in TD-DFT, resulting in the overestimation of the first
transition that corresponds to the ligand field splitting. The second reason is Cl mixing
between two 3T4 states. As already mentioned, the second 3Ty4 transition corresponds to a
double excitation from the ground state and is ignored within the framework of adiabatic TD-
DFT. LF analysis shows that this mixing is much more significant for [Ni(H20)s]?* than for
[Cr(H20)6]*" and [V(H20)6]?". The contribution of the double excitation to the 3T14(F) is very
large, 45%. Thus, this 3T14(F) - 3T14 (P) mixing should lead to the stabilization of 3T1q4 (F) for
around 4600 cm 1. Neese®* pointed out that TD-DFT predicts only one 3Ty transition, almost
half in between experimentally observed °T14 (F) and 3T14 (P) states.”®’

Consequently, LF-DFT calculations were almost perfectly accurate in predicting the
spectrum and provided good agreement with experimental data at most of the investigated
levels of theory (Table 4.23.). The best match was obtained with OPBE, SSBD and OPBEO
functionals. Our LF-DFT calculations are in good agreement with results obtained with
INDO/S model***, CASPT2/NEVPT23% and with SORCI approach®¥,



Table 4.22. TF-DFT vertical excitation energies [cm™] calculated for [Ni(H20)s]?* complex at different levels of theory; mean absolute error
(MAE) is given in cm™; assignment (electronic state and its configuration) in formally T, point group is indicated

BP86 geometries

Assign. (Tr) BPS6 PW91 OPBE SSBD B3LYP  CAMB3LYP PBEO OPBEO MO6L SAOP  Exp®®
3Aq (tagoeg2) 0 0 0 0 0 0 0 0 0 0 0

3T, (tagey’) 16137 15984 14355 16895 14401 13926 18485 14361 12814 24973 8700
3T, (tag®ey’) 19539 19388 17865 20417 20417 20480 20554 19544 28573 21367 13750
IEq (tag’eg?) 14105 13839 15012 18134 14768 15226 16269 15506 24923 17344 15250
Ty (tag’eg®) 20220 19988 20711 23315 20125 20244 20080 21010 31693 23540 22000
3Ty (tg'eg”) - - - - - - - - - - 25144
MAE (T —3T) 6613 6461 4885 7431 6184 5978 8294 5727 9468 11945

MAE (T —T) 1462 1712 763 2099 1178 890 1469 623 9683 1817

MAE 4038 4086 2824 4765 3681 3434 4882 3175 9576 6881

PW91 geometries

Assign. (Tp) BPS6 PW91 OPBE SSBD B3LYP  CAMB3LYP PBEO OPBEO MO06L SAOP  Exp®®
3Aq (tag°eg?) 0 0 0 0 0 0 0 0 0 0 0

3T, (tagey’) 16211 16064 14420 16963 14463 14423 13987 12870 25038 18562 8700
Ty (tg’egd) 19625 10480 17946 20485 20481 20543 20607 19592 28656 21468 13750
IEq (tag’eg?) 14105 13845 15005 18128 14766 15494 16263 17333 24920 15223 15250
1T, (tag®ey°) 20301 20076 20795 23401 20186 20304 20138 23644 31783 21063 22000
3T, (tg'eg”) - - - - - - - - - - 25144
MAE (T —°T) 6918 6772 5183 7724 6472 6483 6297 5231 15847 9015

MAE (T —T) 1497 1739 800 2064 1224 895 1362 1788 9651 557

MAE 4207 4256 2991 4894 3848 3689 3830 3510 12749 4786




Table 4.23. LF-DFT vertical excitation energies [cm™] calculated for [Ni(H20)s]?* complex at different levels of theory; mean absolute error
(MAE) is given in cm™; assignment (electronic state and its configuration) in formally T, point group is indicated

BP86 geometries

Assign. (Tr) BP86 PWO1 OPBE SSBD B3LYP CAMB3LYP PBEO OPBEO Exp®?
3Aq (tg°e5) 0 0 0 0 0 0 0 0 0

3T, (tag%ey) 9529 9521 9201 8992 9316 9233 9229 9114 8700
3T, (tag%ey) 15518 15506 14919 14735 15273 15148 15110 14870 13750
IEg (tag%eq?) 12478 12410 13258 13465 12232 12218 12759 13321 15250
1Ty (tag%eq?) 21647 21569 22129 22089 21162 21065 21614 22081 22000
3T, (tag’ey’) 26040 26026 24807 25100 26059 25889 25684 25061 25144
MAE (T —T) 1164 1153 669 440 1018 892 810 539

MAE (T —I) 1562 1635 1060 937 1928 1984 1438 1005

MAE 1324 1346 825 639 1382 1329 1061 725

PW91 geometries

Assign. (Tr) BP86 PWO1 OPBE SSBD B3LYP CAMB3LYP PBEO OPBEO Exp3?2
3Aq (t2°e5) 0 0 0 0 0 0 0 0 0

3Ty (e 9594 9586 9268 9056 9362 9276 9272 9157 8700
Ty (tg’egd) 15610 15598 15013 14827 15340 15210 15172 14930 13750
IEq (tag’eg?) 12480 12412 13262 13471 12231 12215 12758 13321 15250
1Ty (tg%eq%) 21715 21638 22201 22160 21209 21107 21657 22126 22000
3Ty (tg'eq®) 26145 26131 24915 25202 26131 25956 25752 25127 25144
MAE (T —°T) 1350 1338 889 660 1178 1047 965 753

MAE (T —T) 1602 1675 1169 1044 1980 2039 1492 1102

MAE 1451 1473 1001 814 1499 1444 1176 893
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4.1.9. Conclusions

The present theoretical investigation represents a comparative study of two different DFT-
based methods, TD-DFT and LF-DFT. The main goal was to investigate d-d transitions for a
series of first row TM aqua complexes, and in this regard test performance and accuracy of
proposed methods, as well as the influence of chosen functional. For this purpose, we have
utilized ten different DFAs. Generally, TD-DFT shoved good performance in specific cases
of d?, d® and low-spin d® TM complexes with most of the investigated DFAs, although failed
on MO6L and SAOP level of theory. We addressed the failure of TD-DFT, in the case
[Ni(H20)6]?", [V(H20)6]%** and [Cr(H20)s]*" complex molecules to the absence of the orbital
relaxation. In this regard, the overestimation of the first transition originates from the fact that
this transition depends only on the ligand field splitting A. Another important factor is the
nature of the second state in the case of these molecules. Namely, this state has a substantial
contribution of the double excitation, that goes beyond the reach of regular adiabatic TD-DFT.
In this regard, in cases with stronger mixing, we can expect a lower accuracy of the method.

According to our results, LF-DFT has proven to be very accurate for the determination and
characterization of excited states for all complex molecules under investigation. The reason
for such a good performance lies in the fact that we can observe the orbitals with dominant d-
character in a Cl-based fashion. In this way, we are able to examine an active space
constructed from KS orbitals dominantly belonging to the TM. It is important to emphasize
that LF-DFT proved to be accurate for the calculation of spin-allowed transitions, regardless
of the chosen level of theory. On the other hand, excellent performance in the case of spin-
forbidden excitations was obtained only with OPBE and SSB-D, and OPBEO, which are
generally considered as convenient DFA choices for the determination of the spin state
splitting. Considered together, our LF-DFT results are comparable with those obtained by
high-level ab initio methods. Most importantly, LF-DFT performed even better than the ab
initio methods in the case [Mn(H20)s]?* and [Fe(H20)s]%*, for calculation of sextet-quartet
transitions. This remarkable performance can be addressed to the ability of LF-DFT to treat
consistently non-dynamic, as well as the dynamic correlation effect, when the level of theory
is properly chosen. These two complexes emerged as challenging examples and good
examples for validation of different functionals, as well as other methods designed for the
examination of excited states.

Based on our results, it can be concluded that LF-DFT can be considered as a powerful tool
for the examination of d-d transitions in hexaaqua TM complex molecules. This method
showed to be a reliable choice for calculation of excited states, and a good alternative to
popular TD-DFT. Most importantly, LF-DFT can provide accurate results that are
comparable, or even better, than those obtained with ab initio methods. Based on all previous
statements, this method deserves a special position in the field of excited states of inorganic
compounds. LF-DFT takes advantage of both standard ligand field theory and modern DFT
and sheds light on the coordination chemistry of TM ions.®” However, since LF-DFT is rooted
in the LF theory itself, it is not possible to elucidate CT transitions with this approach. In
addition to metal-centered, CT transitions are obviously also important and can dominate in
the absorption spectra of TM compounds.®’

4.1.10. Computational details

The calculations using the unrestricted formalism have been performed with the Amsterdam
Density Functional (ADF) 287:334 program package, version 2013.01. All electron Triple-{ STOs plus
one polarization (TZP) function basis set has been used for all present atoms. *° All the complexes



are treated in the HS electronic configuration, except [Co(H20)6]**, which is the only one known to
have an LS ground state.>* Symmetry constrained geometry optimizations in Dz point group were
performed with the LDA!"2, BP861%-201, pwW913%, OPBE®’, and B3LYP'” XC functionals. TD-DFT
calculations, as implemented in ADF program package®3®, were performed with the BP86, PW91,
OPBE, SSB-D**°, B3LYP, CAM-B3LYP*¥, PBE0Q**! 342, OPBE03¥", M06-L'%® 343 and SAOP*** XC
functionals, on the BP86 and PW91 optimized geometries. Spin-forbidden transitions were calculated
with the spin-flip formalism®® 3% and Tamm-Dancoff approximation®*’. All d-d transitions were
identified by examination of the corresponding orbitals involved in the excitations. LF-DFT
calculations were carried out on the BP86 and PW91 optimized geometries, using BP86, PW91,
OPBE, SSBD, B3LYP, CAM-B3LYP, PBEO, and OPBEO XC functionals. LF-DFT is based on a
multi-determinant description of the multiplet structures 27737 originating from the d" configuration
of the TM ions surrounded by coordinating ligands, by combining the Cl and the KS-DFT approaches.
In all the calculations, the solvent effects of water have been implicitly modeled, according to the
conductor-like screening model (COSMO)*% 348 as implemented in ADF.

4.2. Theoretical determination of ground spin state and corresponding spin
state splitting for a series of iron-oxo and iron-hydroxo complexes with
different oxidation state of central metal ion

“One of the major research areas that stay in the focus of the scientific eye are those where different
oxidation and spin states of first-row TM ions are involved. This can be confirmed by a great number
of valuable experimental and theoretical studies. As it was already discussed, changes in the orbital
occupation patterns (and hence spin states) have a great effect on catalysis®*%-* but also can lead to
changes in the reaction paths that are being followed.®* Unfortunately, the resulting intermediates
and transition states are in most cases too short-lived for experimental characterization, leading to
discussions about their existence and character. For this reason, DFT emerged as an irreplaceable tool
for investigation and explanation of chemical events in this field of research.”2%

“Among many systems containing first row TM ions, high-valent iron-oxo molecules hold a
special value due to the fact that they play an essential role in the mechanism of heme and non-heme
iron enzymes, and are widely used in various fields, such as industrial catalysis, biology, and
medicine.8% 3% Various iron-oxo complexes have been experimentally and theoretically examined,
however many questions still remain. Answers about their structure, oxidation state, ground spin state,
and the effect these characteristics have on their properties and reactivity are still required.®: 3% Many
of these uncertainties have been illuminated and clarified in the past with the help of theoretical
methods.**"3¢3 Such an example is without a doubt the intriguing Sc**-capped iron-oxo complex
[(TMC)(Fe""V-0-Sc'")(OTf)4(OHy)] (TMC = 1,4,8,11-tetramethyl-1,4,8,11-
tetraazacyclotetradecane), synthesized by Fukuzumi, Nam and co-workers and later characterized by
X-ray crystallography.3®* Initial experimental investigations created additional uncertainties about the
assignment of the oxidation state of central metal ion, and thus this interesting complex remained
under scientific scrutiny.®® 3¢ Later on, DFT was successfully utilized to illuminate structural
characteristics and give a proposition that the complex should be reformulated as [(TMC)(Fe'"-O-
Sc'"")(OTf)4(OHy)], with an iron(l11) oxidation state in the high-spin configuration.®®” With newly
collected insight in hand, experimentalists soon after confirmed theoretical findings.>®> Namely, the
complex was reinvestigated by X-ray crystallography, Mdssbauer and EPR spectroscopy, whereas
the high-spin iron(l11) ground state was unambiguously confirmed. Most importantly, this example
resembles the true power of DFT, proving its remarkable accuracy and affirming this method as
trustworthy, even in cases when correct experimental data is unavailable.”?®
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Thought by the mentioned example, we decided to provide a detailed study with the aim to test
various DFAs for reproduction and confirmation of experimental data. For this purpose, 18 iron
complexes (12 oxo and 6 hydroxo), with a broad pallet of ligands, are selected. Although it was
already shown®7 in 2013, that accurate structural parameters could be obtained for a set of iron(111/1V)
complexes, in present research we expand this set with recently characterized complexes to perform
a thorough study of the influence of starting geometry and choice of DFA on obtained results. The
examined set of iron molecules includes Fe'-hydroxo, Fe'''-oxo, Fe'"'-hydroxo complexes, as well as
Fe'V-oxo complexes, together with the challenging Sc®*-capped complexes (vide supra). All
investigated molecules are presented in Figure 4.3. Our study represents a search for the best DFA
choice for accurate geometry optimization and unambiguous determination of the ground spin state
for the chosen series of TM complexes. Furthermore, we have studied the thermodynamic aspects of
the formation process for scandium triflate adduct with the Fe'V-oxo complex,®® 34 which gives
detailed insight into the complex formation and confirms the oxidation state of iron in this Sc3*-
capped complex. All results that are going to be presented in forthcoming chapters are already
publisched and discussed in the original paper.2®
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4.2.1. Geometry optimizations

In the first step of our research, we have tested various DFAs for the geometrical optimization of
a broad set of complexes, containing Fe''/Fe""'/Fe'V iron-oxo and iron-hydroxo chemical species
coordinated with different types of ligands. Experimentally obtained data (if available), including
structural and spectroscopic characteristics, is indicated in Table 4.24. In order to find the best
functional for the optimization of investigated structures, we have used three classes of DFAs: (i) the
local density approximation (LDA); (ii) three general gradient approximation (GGA) functionals,
S12g, BP86-Ds, and PBE-D2; and (iii) two hybrid functionals, B3LYP and S12h. Geometrical
parameters obtained from our geometrical optimizations are in good agreement with the results from
previous theoretical study®’, as well as with the experimental data. All details can be found in Figure
4.4. and Tables 30-33. “It should be noted that in ref.3®" two outliers were reported,
[Fe'"'(OH)(Hsbuea)] and [Fe'"'(OOH)(TMC")]?* that showed apparent deviations of ca. 0.08-0.10 A.
However, upon reinvestigating the original sources®® 8, it was found that the experimental data
mentioned in ref.3%” were referring to complexes with iron in a different oxidation state; the actual
experimental Fe-O distances for [Fe"'(OH)(Hsbuea)]™ (1.93 A)%*® and [Fe"'(OOH)(TMC)]?* (1.85
A)%7 are in fact in excellent agreement with the computed data of 1.932 A and 1.842 A, respectively.
Since [Fe'!'(OH)(Hsbuea)] ™ is a complex of interest for the present research, here we use the corrected
data (Tables 2.24-2.26.).”%8¢
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Figure 4.4. The difference between the experimentally obtained Fe''Fe'"'/Fe'V-oxygen bond lengths
and those from different DFAs. for all 18 investigated complexes
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“First of all, we focus on the optimized geometries of the experimentally observed spin ground
state for each of the 18 complexes. Bond lengths of interest for our work are in all cases the axial
iron-oxygen (Fe-O) distance (related to oxo, hydroxo) the axial iron-nitrogen (Fe-Nax) distance and
the average of the in-plane iron-nitrogen/oxygen (Fe-N/Oeq) distances. The best agreement with
experimentally observed Fe-O bond lengths was obtained using the dispersion corrected BP86-Ds
PBE-D2/TZ2P and S12g/TZ2P, with a mean absolute deviation of 0.011-0.014 A (Table 4.24.).728¢
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Table 4.24. Fe''/Fe'"'/Fe'V—0O ligand distances (A) for 18 investigated complexes, calculated with
different DFAs and basis sets

DFA: Exp.  EXp. LDA PBE-D; BP86-Ds BP86-Ds S12g S12h  B3LYP-Ds Ref.

Basis: TZ2P  TZ2P TDZP TZ2P TZ2P  TZ2P  TZ2P

Molecule 1. HS 1883 1.853 1890 1890 1874 1.874 1.886 1.903 %8
Molecule 2. HS 1.813 1.790 1793 1.799 1.803 1.783 1.773 1.783 %
Molecule 3. HS 1932 1902 1932 1942 1942 1937 1931 1.924 38
Molecule 4. HS 1.748 1.739 1762 1.766 1.762  1.769 1.755 1.762 %9
Molecule 5. HS 1877 1.889 1875 1878 1.881 1.889 1.884 1.851 s
Molecule 6. HS 1.872 1.848 1884 1.881 1.882 1.884 1.877 1.883 .
Molecule 7. HS 1876 1.850 1.885 1.885 1.884 1.884 1.881 1.885 s
Molecule 8. HS 1.831 1.810 1855 1.854 1850 1.842 1842 1.864 3
Molecule 9. HS 1680 1.668 1.678 1.683 1.683 1.669 1.643 1.655 o
Molecule 10. IS 1.646 1.630 1.645 1.648 1.643 1636 1.613 1.628 %
Molecule 11. IS 1.64 1.619 1.634 1.636 1636 1.621 1.597 1.619 %
Molecule12. IS 1.65 1.647 1.659 1.663 1.659 1.651 1.625 1.641 %94
Molecule 13. IS~ 1.667 1.634 1.648 1.651 1.651 1641 1.616 1.632 %
Molecule 14. IS 1.70 1.669 1.683 1.686 1685 1.676 1.645 1.661 s
Molecule 15. IS 1.64 1.646 1.662 1.667 1.667 1.656 1.628 1.643 o
Molecule 16. IS 1.639 1.630 1.648 1.653 1.653 1.644 1620 1.635 83,84
Molecule 17.  HS 1.661 1.633 1.646 1.653 1.652 1.638 1.617 1.630 o8z
Molecule18.  HS 1.62 1.616 1.630 1.639 1639 1.621 1.603 1.617 92

max. abs. 0.033 0.024 0.027 0.027 0.030 0.055 0.039
error

mean error -0.017 0.002 0.006 0.004 -0.003 -0.019 -0.009
mean abs. 0.019 0.011 0.012 0.011 0.014 0.023 0.019

error

**L=((2,2',2"-nitrilo-kN)tris(N-(1-methylethyl)acetamidato-kN))

Excellent agreement with experimental data, for the in-plane (equatorial) Fe-Neg/Fe-Oeq bond
distances, is obtained on BP86-D3 and PBE-D2 levels of theory, with a mean absolute error value of
0.060 A for Fe-Neq (Table 4.25.), and 0.024 and 0.027 A for Fe-Oeq. (Table 4.24.). Larger deviations
can be observed for the axial Fe-Nax bond lengths (0.05-0.08 A). Such disagreement between
experimental results and DFT calculations can be attributed most likely to the influence of crystal
packing, which can significantly shorten the M-L bond lengths in real systems. If considered together,
obtained geometrical parameters clearly indicate the best performing functional for the optimization
is BP86-D3, in particular with the TDZP basis, which is, therefore, a fast and effective route to
accurate TM complexes geometry optimization.
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Table 4.25. Fe'/Fe'"'/FeV—Nay(in-plane) ligand distances (A) for 18 investigated complexes,

calculated with different DFAs and basis sets

DFA: Exp. Exp. LDA PBE-D, BP86-D; BP86-D; S12g S12h B3LYP-D;  Ref.
Basis: TZ2P  TZ2P TDZP TZ2P TZ2P  TZ2P  TZ2P

Moleculel.  HS 2,065 2.134 2123 2.124 2.093 2.150 2.168 2.064 38
Molecule2. HS 2.089 2.014 2075 2.078 2.070 2.095 2112 2.110 %
Molecule3. HS 2016 1973 2021 2.014 2.012 2.022 2.037 2.034 36
Molecule4.  HS 2175 2.157 2202 2.191 2.194 2.233 2.259 2.207 39
Molecule 5.  HS 2.022 1.990 2.045 2.031 2.034 2.054 2.050 2.049 370
Molecule 6.  HS 2179 2.134 2199 2.208 2.200 2241 2216 2212 .
Molecule7.  HS 2198 2.128 2.193 2.197 2.195 2.241 2210 2.209 32
Molecule8.  HS 2.035 2.003 2.030 2.040 2.031 2.023 2.023 2.009 37
Molecule9. HS 2.007 1951 1999 1.997 1.995 2.012 2.008 2.011 o
Molecule 10. IS~ 2.084 2.056 2.100 2.103 2.203 2.140 2.122 2.126 %
Molecule 11. IS~ 2.08 2.045 2.097 2.089 2.089 2138 2.126 2.113 %
Molecule 12. IS~ 2.07 2.057 2109 2.104 2.112 2.143 2.128 2.131 9,94
Molecule 13. IS~ 2.090 2.040 2.086 2.083 2.083 2.116 2.101 2.107 %
Molecule 14. IS~ 2.09 2.051 2.103 2.098 2.098 2137 2123 2.127 3
Molecule 15. IS~ 2.05 2.060 2.110 2.106 2.106 2.143 2129 2131 o
Molecule 16. IS 1972 1913 1.967 1.958 1.958 1.983 1.982 1.986 83,64
Molecule 17.  HS 2.032 1.947 1998 1.990 1.989 2.024 2018 2.012 o8
Molecule 18. HS 199 1914 1964 1.952 1.952 1.979 1976 1.973 2
max. abs. 0.085 0.060 0.059 0.119 0.093 0.103 0.081

error

mean error -0.038 0.010 0.007 0.009 0.035 0.030 0.020

mean abs. 0.046 0.021 0.021 0.025 0.038 0.035 0.028

error
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Table 4.26. Fe''/Fe""'/Fe'V—Nax ligand distances (A) for 18 investigated complexes, calculated with

different DFAs and basis sets

DFA: Exp. Exp. LDA PBE-D, BP86-D; BP86-D3; S12g S12h B3LYP-D3 Ref.
Basis: TZ2P TZ2P TDZP TZ2P TZ2P TZ2P TZ2P

Molecule 1. HS 2.063 1.924 2.004 2.000 1.999 2.044 2.066 1.926 368
Molecule 2. HS 2.271 2293 2.367 2.316 2.316 2.359 2.331 2.325 80
Molecule 3. HS 2.171 2.287 2.338 2.346 2.327 2272 2.320 2.313 366
Molecule 4. HS - - - - - - - - 369
Molecule 5. HS 2.194 2244 2269 2.278 2.273 2.273 2.247 2.264 310
Molecule 6. HS 2.150 2.173 2.213 2.191 2.190 2.207 2.198 2.200 s
Molecule 7. HS 2.158 2.172 2.216 2.191 2.193 2.207 2.198 2.200 32
Molecule 8. HS 2.3568 2.421 2525 2.454 2.421 2.601 2.550 2.617 3
Molecule 9. HS 2.064 2.041 2.103 2.082 2.081 2.111 2.190 2.108 87
Molecule 10. IS 2.058 1.921 1988 1.986 1.986 2.044 2.060 2.034 88
Molecule 11. IS 210 1961 2.071 2.058 2.061 2.298 2.341 2.134 8
Molecule 12. IS 207 1879 1944 1.933 1.930 1.988 1.928 1.984 9,94
Molecule 13. IS 2.118 2.044 2.134 2.128 2.129 2.187 2.182 2.164 %
Molecule 14. IS - - - - - - - - s
Molecule 15. IS - - - - - - - - o
Molecule 16. IS 2.033 2.019 2.074 2.059 2.064 2.085 2.096 2.094 83,84
Molecule 17. HS 2.112 2.055 2.137 2.105 2.109 2.139 2.153 2.134 81, 82
Molecule18. HS 199 1914 1964 1.952 1.952 1979 1.976 1.973 %
max. abs. 0.191 0.167 0.175 0.156 0.243 0.241 0.259

error

mean error -0.035 0.033 0.015 0.011 0.064 0.067 0.041

mean abs. 0.076 0.074 0.061 0.057 0.080 0.087 0.077

error

Table 4.27. Fe'"'-Ogq ligand distances (A) for 2 investigated complexes, calculated with different

DFAs and basis sets

DFA: Exp. Exp. LDA PBE-D, BP86-Ds BP86-D; S12g S12h  B3LYP-D3 Ref.
Basis: TZ2P TZz2P  TDZP TZ2P TZ2P  TZ2P  TZ2P

Molecule6.  HS 1.998 1.989 1994 1992 1990 1987 1963 1.969 o
Molecule7.  HS 1.988 1.993 1.996 1.992 1983 1987 1970 1.975 5
max. abs. 0.009 0.008  0.006 0.008 0.011 0.035  0.029

error

mean error -0.002 0.002  -0.001 -0.004 -0.006 -0.027 -0.021

mean abs. 0.007 0.006  0.005 0.004 0.006  0.027  0.021

error
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4.2.2. Spin state energetics

In the second part of the investigation, we are confronting the main goal of this research, that is,
the unambiguous determination of the correct ground spin state. Since all of the complex molecules
of interest for this study contain iron as the central metal ion we are dealing with partially filled d-
orbitals. For this reason, there is more than one possible spin state, and in most cases, these spin states
are close in energy. After optimizations have been done with all previously mentioned DFAs,
obtained structures are further examined. Various DFAs are utilized for energy calculation of all
possible spin states, with the aim to find the most convenient level of theory for unambiguous
determination of the ground spin state. The calculations have been carried out in a single point fashion
using one standard (BP86-D3), two hybrid (B3LYP-Ds and S12h), and three functionals specially
designed for this particular kind of problem (OPBE, SSBD and S12g). In the present study, we also
tested the performance of newly designed meta-GGA ‘made very simple’ functional (MGGA-
MVS)3. While keeping in mind all previous statements about the tight relationship between
geometrical parameters and spin state energetics®’®, we present here the calculations carried out with
all employed DFAs on BP86-D3 optimized geometries (Table 4.28. and 4.29.), since the geometries
obtained on this level of theory are the closest to the experimentally obtained ones. Nevertheless, the
complete data, obtained by energy calculation with eight different functionals, using structures from
every level of theory optimization, is presented in the Appendix section of the resent thesis.

Table 4.28. Spin state energies (kcal-mol?t) for Fe ""V_(hydr)oxo species calculated on
BP86-Ds/TDZP optimized geometries, using four different density functionals (TZ2P basis)

DFA: S12g OPBE BP86 SSB-D

Exp. Is. i.s. h.s. ls. i.s. h.s. l.s. i.s. h.s. ls. i.s. h.s.

Molecule 1. HS 38 00 08 48 00 4 00 03 108 116 3.7 0.0
Molecule 2. HS 246 94 00 273 100 00 92 03 00 326 143 00
Molecule 3. HS 136 56 00 137 52 00 15 00 36 21.7 103 136
Molecule 4. HS 261 59 00 296 85 00 145 00 49 317 92 261
Molecule 5. HS 124 96 00 108 76 00 107 87 00 113 93 124
Molecule 6. HS 118 88 00 183 105 00 00 42 32 201 111 118
Molecule 7. HS 78 122 00 122 216 00 00 120 99 128 131 0.0
Molecule 8. HS 222 73 00 283 72 00 79 00 22 289 121 00
Molecule 9. HS 259 175 00 230 196 00 145 96 00 313 198 0.0
Molecule10. IS 97 00 41 108 00 29 154 00 116 104 00 38
Molecule11. IS 94 00 50 108 00 54 77 00 131 99 00 46
Molecule12. IS 92 00 15 102 00 12 74 00 103 103 00 16
Molecule13. IS 96 00 43 111 00 38 78 00 128 10.7 00 4.6
Molecule14. IS 107 1.1 00 119 19 00 72 00 74 101 13 0.0
Molecule 15. IS 104 05 00 125 11 00 80 00 78 111 10 0.0
Molecule16. IS 302 00 143 314 00 149 281 00 238 326 00 93
Molecule 17.  HS 27.1 223 00 296 241 00 181 16.6 0.0 30.6 249 0.0
Molecule 18. HS 204 242 00 239 264 00 124 194 00 242 282 0.0
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Table 4.29. Spin state energies (kcal-mol?) for Fe ""V_(hydr)oxo species calculated on
BP86-D3/TDZP optimized geometries, using three different density functionals (TZ2P basis)

DFA: B3LYP S12h MV'S

Exp. l.s. i.s. h.s. l.s. i.s. h.s. l.s. i.s. h.s.
Molecule 1. HS 16.8 9.7 0.0 318 184 00 194 79 0.0
Molecule 2. HS 289 101 0.0 439 180 00 436 209 00
Molecule 3. HS 0.0 127 45 0.0 29.7 132 0.0 335 16.7
Molecule 4. HS 0.0 259 64 0.0 413 153 0.0 436 155
Molecule 5. HS 0.0 11.8 8.9 0.0 10.7 81 0.0 405 179
Molecule 6. HS 0.0 140 7.8 0.0 286 16.2 0.0 23.8 18.7
Molecule 7. HS 9.1 125 0.0 239 199 00 244 218 0.0
Molecule 8. HS 239 7.2 0.0 40.1 156 00 422 183 00
Molecule 9. HS 28.3 17.8 0.0 41.1 24.8 0.0 41.7 29.1 0.0
Molecule 10. IS 282 0.0 2.4 356 39 00 149 0.0 0.7
Molecule 11. IS 285 0.0 3.9 350 29 0.0 204 5.7 0.0
Molecule 12. IS 279 0.0 1.5 37.3 6.0 00 106 0.7 0.0
Molecule 13. IS 284 0.0 3.8 31.7 0.0 -3.4 9.0 0.0 1.9
Molecule 14. IS 289 3.0 0.0 398 100 00 189 46 0.0
Molecule 15. IS 294 04 0.0 401 7.6 00 118 338 0.0
Molecule 16. IS 299 0.0 100 333 0.0 16 383 00 7.2
Molecule 17. HS 31.1 251 0.0 424 323 00 435 340 0.0
Molecule 18. HS 238 569 0.0 343 693 00 376 374 00

As it is can be seen from Chapter 3.4.1, LDA is by design derived from a uniform electron gas
and thus we can not expect from this DFA to give a proper description of different spin states and
corresponding energetics. Because of that, results obtained with this DFA are not included in the
examination of the spin state energetics, although they can be found in the Appendix section.
According to the experiment, the ground spin state of all investigated Fe", Fe'"" and Fe'V species is
either intermediate (1S, 10-16) or high spin (HS, 1-9, 17, 18). According to the general properties of
HF, and hybrid functionals that include a certain portion of HF (Chapter 3.1 and 3.4.4.), it can be
expected that they will favor HS over other spin states. Another phenomenon that can occur, while
using these DFAs for spin state energetics, is a considerable amount of spin contamination.®’” In this
regard, it is not surprising that our hybrid S12g functional (which contains 25% of HF) indeed favors
the HS state for complexes 10-15, yet predicts the correct IS state for complex 16. Surprisingly, our
second hybrid functional of choice ( B3LYP-D3, which includes 20% HF exchange) determined the
right IS ground spin for five of the investigated complexes (e.g. 10-13 and 16), although it predicts
the wrong ground spin state in the case of complexes 14 and 15. Our research indicates inaccuracy of
LDA and BP86-D3 for the determination of the ground spin state (even in the case of HS complexes),
which was reported and discussed many times in the literature. According to our results, the best
performance for the description of the spin states, an unambiguous determination of the ground spin
state is attributed to OPBE, S12g, and SSB-D functionals. These three levels of theory are in general
considered as the best choices for dealing with spin state energetics, and they showed success in many
similar types of research from the past®3’ 360. 378-381 Although S12g failed in prediction of IS ground
state for complexes 14 and 15, this negligible energy difference of 0.5 and 1.1 kcal-mol™ can be
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attributed to the methodological error, but this conclusion should be taken with caution. Another
aspect when it comes to energetically close lying spin states (IS and HS in this case), is that such
molecules could be considered as examples of TM systems that can exhibit spin-crossover properties.
Spin ground states determined with OPBE, S12g and SSB-D are in accordance with the experiment
for all examined iron-oxo complexes, except for complexes [Fe'V(O)(TMCS)]",
[Fe'V(0)(TMCSO?)]*, and complex [Fe"(OH)(Hdidpa)CHsCN]?*. Since the first two complexes we
may consider as spin-crossover examples (and will be the topic of future examinations), the only
troublesome system is remaining complex 1. The wrong ground spin state is obtained as a result of
keeping the attention focused on the electronic energy. However, if we extend our sight, and take int
consideration the Gibbs free energy, it can be noted that the AG correction is 4.06 kcal-mol™ in favor
of the high-spin. Although in the case of OPBE the stabilization can be considered as almost
negligible (0.1 kcal-mol™?), we have a significant stabilization in the case of S12g (3.3 kcal-mol™).
For this reason, we can say that S12g actually performs well for the complex molecule 1 and predicts
the right HS state. While considering all results together, we can conclude that the best approach to
obtain reliable results for the spin state energetics, and unambiguously determine the ground spin
state is to employ dispersion corrected S12g. Although BP86-D3/TDZP provided better geometries,
this functional fails when it comes to the description of the spin states. For this reason, it is important
to emphasize that both good geometries and correct ground spin state can be obtained in one step by
use of S12g, which might be sped up in some cases using the BP86-D3/TDZP geometries.

4.2.3. Thermochemical description of [Fe"(0)(Sc(OTf)+(OHm)] moiety
formation

Now, when an appropriate method for investigation of spin state energetics is established, we can
return and with confidence provide some additional theoretical insight for the mentioned scandium-
containing iron-oxo complex. In 2013 it was already shown that Fe(111) represents the real chemical
moiety present in this unusual molecule. The confirmation came from all previously mentioned
experimental techniques and additionally enforced by a study using chromium as a central metal
ion.%®2 Although much has been done in order to investigate and characterize this complex, we still
don’t know anything about the character and the strength of the bond formed between the
[Sc(OTf)4(OH2)]” moiety and the iron-oxo compartment. In forthcoming research, we will utilize the
previously proposed approach for geometry optimization and energy calculation of involved chemical
species. According to our previous results, we can be sure that geometrical parameters, as well as the
obtained energies, will be precise and accurate. Therefore, we studied the [Fe"(O)(Sc(OTf)(OHm)]
molecule with S129/TZ2P energies on BP86-D3/TDZP optimized structures (Scheme 6. and Figure
4.5.). It is important to highlight that n our research, the main focus is directed to thermochemistry,
thus we do not consider the kinetics of the reaction.

112



Reaction AEqiec AG
(kcal-mol™") (kcal-mol™)

[Fe!(O)(TMC)(NCCH3)** — [FeY(0)(TMC)]* + MeCN 11.82 -0.9

[Fe!(O)(TMC)]>* + Fe(Cp)> — [Fe"(O)(TMC)]™* + [Fe(Cp)2]*! 15.20 13.02
H,0 + MeCN — OH! + MeCNH*! 62.79 58.32
Sc(OTH)s + Sc(OTHh)s + HxO — [Sc(OTH4(H0)]" + [Se(OTH),]"! -24.86 -7.29
Sc(OTH)s + Sc(OTH)s + OH! — [Sc(OTH)4(OH)]2 + [Sc(OTH),]! -55.57 -40.77
[Sc(OTH)4(OH)]2 + [Fe!(O)(TMC)]* — [Fe!¥(O)(Sc(OT)y(OH)] -12.66 483

[Sc(OTH)4(H0)]'+[Fe™(O)(TMC) >+ Fe(Cp)— -50.49 327

[Fe(0)(Se(OTH4(OH2)] + [Fe(Cp)2]

[Sc(OTH(H,0)]! + [Fe(O)(TMC)]'* — [Fe™(0)(Sc(OTH)y(OH,)] -65.69 -36.51

Scheme 6. Thermochemistry of sequential reactions included in the formation of the scandium-
capped iron-oxygen complex [Fe'''(0)Sc(OTf)s(OH,)]
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AG [Sc(OTf),]"+ CH;CNH*

(kcal mol™) [Sc(OTH),(OH)] 2
S 424.82
, *[Fe!V(0)(TMC)?
FCH;CN '
2 S¢(OTh, ' +4.83
o0 - [Fe™(0)(Se(OTH)(OH)]
| L+ HO
727
[Sc(OTh4(H,0)] ™
[Sc(OTH),]

74

. +HFe™Y(O)(TMO)]

- Fe(Cp)y ™

-32.7

[Fe'(0)(Sc(OTf)4(OH,)]
+[Fe(Cp)o]™

Figure 4.5. The Formation of the scandium-capped iron-oxygen complex [Fe'''(0)Sc(OTf)4(OH2)]

Our research indicates that the capping process of the [Fe'V(O)(TMC)]?* which includes the
scandium moiety, has an exergonic character in case of forming the Fe(lll) complex. On the other
hand, the same chemical process showed to be endergonic in the case of Fe(IV)-oxygen complex.
These findings are fully consistent with the Fe-O and Sc-O distances found in the crystal structure®®*,
and the DFT study®’, and the Mossbauer studies (both the computational prediction®’ and
experimental corroboration®).

114



4.2.4. Conclusions

“Within this study, the extension of the previous validation®’ of various DFAs for a correct
description of spin state energetics for a series of Fe''/Fe'"/Fe!V iron-oxo and iron-hydroxo complexes
is presented. Bearing in mind that the change of the spin state is often associated with changes
occurring in the geometry, structure relaxation of the LS, IS and HS state of 18 iron-oxo and iron-
hydroxo species was allowed with six density functionals. Our theoretical findings, in accordance
with experimental data, suggest that the HS or IS configuration is favored for all investigated species
by the means of DFAs using OPBE, SSB-D, S12g, MVS and B3LYP-D3. However, LDA, BP86-D3
and S12h showed a tendency to predict a wrong spin ground state on the BP86-D3 optimized
geometries. Overall geometries, obtained at S12¢/TZ2P and BP86-D3/TDZP level of theories
(including COSMO solvation and ZORA relativistic corrections) are in excellent agreement with the
experimental data, for all molecules under study. It is noteworthy that BP86-D3/TDZP gave the best
agreement with experimentally observed Fe-O and Fe-Neq distances, while results for Fe-Nax are
satisfactory. When considered together, obtained data support few important conclusions: although
one should be cautious while choosing the DFA for a correct prediction of the spin ground state,
accurate spin state energies can be easily derived performing fast and efficient high-level theory
single point calculations on correct geometry (for mononuclear metal complexes!). For all complexes
under investigation, the best performance in determination of the spin ground state was obtained with
OPBE, S12g, and SSB-D, which makes them an important tool for exploring and describing different
spin states of various TM containing systems. With the caution that different research groups would
recommend the use of different functionals, encouraged with these results we suggest S12g/TZ2P as
the most reliable choice for both geometry optimization and determination of spin state and splittings
in transition complexes: it provides both good geometries and accurate description of the electronic
structure. This comprehensive validation study gives us the confidence to use S12g for studying and
predicting properties of unknown TM compounds, which ultimately is one of the aims of theoretical
(bio)inorganic chemistry.”28

“After many discussions in the past®7 264 3% aphout oxidation and spin state of iron in scandium-
capped iron-oxygen complex, here we provide additional computational support for the assignment
of a Fe(lll) oxidation state. The thermo-chemically most stable iron complex is unambiguously
[Fe'"'(O)(Sc(OTf)4(H20)], with a high-spin ground state.”28®

4.2.5. Computational details

All DFT calculations were performed with the Amsterdam Density Functional (ADF)?%733% and

QUILD** programs. Molecular orbitals were expanded in an uncontracted set of STOs of triple-¢
quality with double polarization functions (TZ2P), or the TDZP basis set which consists of triple-C
quality on the metal and double-£ quality on all other atoms, in both cases including one polarization
function. %% 385 Core electrons were not treated explicitly during geometry optimizations (frozen core
approximation). An auxiliary set of s, p, d, f, and g STOs was used to fit the molecular density and to
represent the Coulomb and exchange potentials accurately for each SCF cycle.

Geometries of all possible spin states were optimized with the QUILD*® program using adapted
delocalized coordinates®”® until the maximum gradient component was less than 10* a.u. Energies
and gradients were calculated using LDA, PBE-D,'%, S12¢°%¢, BP86-Ds, B3LYP-D3 and S12h3®
functionals, in all cases by including solvation effects through the COSMO dielectric continuum
model with appropriate parameters for each solvent used. Scalar relativistic corrections have been
included self-consistently in all calculations by using the zeroth-order regular approximation
(ZORA)%7 388 Geometry optimizations at the BP86-Ds level of theory were performed with both
TDZP and TZ2P, and optimizations with LDA (Slater exchange®® 3% with Vosko-Wilk-Nusair!’
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correlation), PBE-D», S12g, B3LYP, S12h were performed with the TZ2P basis set. Subsequent
single-point calculations (with the all-electron TZ2P basis set) have been performed on all optimized
geometries, with S12g, BP86-D3, OPBE, SSB-D, B3LYP-D3, S12h, and MVS®*”, For all calculations
carried out with LDA, PBE-D,, OPBE, BP86-D3, and B3LYP the Becke*! **2 grid of normal quality
was used; calculations performed with SSB-D, S12g and S12h were performed with a Becke grid of
very good quality, and for MVS a grid of good quality with five times radial-grid boost was applied.
Note that BP86-D3, S12g, B3LYP-D3 and S12h include Grimme’s D3, while PBE-D, and SSB-D
functional include Grimme’s D, dispersion energy scheme!®” with appropriate parameters; MVS was
shown to already include a large part of the dispersion interactions implicitly for short- and medium-
range weak interactions,®”® and hence there is less need to combine MVS with Grimme’s D3 scheme
(although efforts to also describe long-range interactions correctly may be forthcoming). All DFA
calculations were performed using the unrestricted Kohn-Sham scheme.

4.3.  Energy decomposition analysis of iron-oxo and iron-hydroxo complexes

As it was highlighted and explained in previous sections, iron exists in various oxidation states,
thus consequentially exhibits a broad pallet of spin states. Ground spin state and corresponding low
lying excited states of a certain chemically active moiety are in most cases the driving force which
defines and governs the chemical reaction they are included in. As we mentioned before, this is of
utmost importance in the case of iron, since it plays an essential role in various biochemical reactions.
In present work we will utilize DFT method supported by trustworthy S12g functional, which showed
good performance for consistent description of spin state energetics (previous section), in order to
investigate simple iron model-complexes of general formula [(NH3)xFe"(O)(Y)a]™ and
[(NH3)xFe"(OH)(Y)ax]™ presented in Figure 4.6. Similar model systems have been used before®®:
393 put the research has been mainly focused on reactivity. These simple models are in the focus of
present work since their molecular properties and chemical behavior can be representative of much
larger and more diverse molecular and biological systems. Our main goal is to use EDA approach in
order to go beyond simple spin state energetics and illuminate the factors leading to spin state
splitting.
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Figure 4.6. Investigated model systems with three different oxidation states of iron

4.3.1. Geometry optimizations

As well as in previous researches, the first step was the geometry optimization of all investigated
complexes in three oxidation states (+2, +3 and +4) of a central metal ion. As we already discussed,
the geometry of a certain complex is closely related to the ground spin state and thus, the population
of close-lying excited states, as well as with spin state splitting between these states. Small changes
in the coordination environment will lead to extreme changes in energy and ordering of present spin
states. In order to obtain good geometries, we decided to use dispersion-corrected S12g functional
with solvation effects included since it showed excellent performance for geometry optimization of
iron-oxo and iron-hydroxo complexes in the previous study. According to the obtained results, we
can consider this DFA as a smart and elegant one-step approach for obtaining good geometries and
accurate spin state energetics. In the present research, we are investigating small and highly
symmetric molecules in several spin states, corresponding to a specific oxidation state of iron. In this
regard, some of these spin states are formally JT active, meaning that symmetry-lowering may result
in more favorable energies. We started our geometry optimizations by applying the most symmetric
ligand arrangement around central metal ion (Cav and Cay for a and b respectively, and Cs for both al
and b1 model systems) in all three iron oxidation states. For all spin states that showed the JT activity,
we allowed the distortion to take place by performing another geometry optimization and relaxing
the structures to corresponding lower symmetry point group (Cs and Coy respectively for a and b
model systems Figure 4.6.). As expected, symmetry lowering for complexes in spin states prone to
the JT effect resulted in geometries that are more stable than those of higher symmetry. The label of
final symmetry point-group for all spin states can be found in Tables 4.30-4.35. Unlike in the case of
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iron-oxo systems, geometry optimization of iron-hydroxo complexes was in most cases followed by
the rotation of at least two axial ammonia ligands. This geometrical diversity combined with the
change of oxo into hydroxo-group are taking place in the first coordination sphere, and is strongly
influencing not only the atomic orbital overlap but the energy split between molecular orbitals. In this
regard, a noticeable change in the overall spin state energetics picture of hydroxo complexes relative
to corresponding oxo complexes can be expected. All geometrical details can be found included in
the Appendix section.

4.3.2. Spin state splitting

Due to the simplicity, from this point forward, we will observe iron-oxo complexes separately
from iron-hydroxo complexes. As it can be clearly seen from the Figure 4.7, in the case of iron-oxo
complexes we have a consistent ground spin state for first two complexes (HS, IS and HS for +2, +3
and +4oxidation states respectively), although spin state energetics and resulting spin state splitting
is rather different even for these two model systems which on the first glance we may say
geometrically look alike. The third complex does not even follow the same trend for the ground spin
state (LS, IS and IS for +2, +3 and +4 oxidation states respectively) and has significantly different
values for the spin state splitting. These diversities originate from delicate differences in geometry
and electronic structure.

In the case of iron-hydroxo complexes the same trend of ground state consistency can be observed
for the first two model systems (HS and HS for +3 and +4 respectively), and a change for the third
(HS and IS for 111 and IV respectively). Spin state splitting is even more diverse than for the previous
models. One important thing to notice is that iron oxidation state +4 has the same ground spin state
in all model systems (both oxo and hydroxo), whereas oxidation state +3 shows a change depending
on the type of oxygen-containing group.

In order to locate, define and rationalize these differences we will apply EDA approach and
generate physically meaningful contributions responsible for the stability of a certain complex.
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4.3.3. Energy Decomposition Analysis

Details about EDA procedure, and information about corresponding contributions to the overall
energy of a certain molecular system, can be found in Chapter 3.7. After the geometry optimization
and relaxation of structures that were JT active, we decomposed all final geometries into two
fragments from which one is iron in its specific oxidation state coordinated with oxygen atom or
hydroxyl group (since this is the mutual unit for all complexes) and the other is constructed of all
remaining ligands creating the coordination sphere (Figure 4.8.). In this way, we will be able to
observe and investigate the form and amount of ligand interaction with iron-oxo/hydroxo
compartment.*®? During the discussion, EDA contributions will be defined and rationalized relative
to the ground spin state of a specific model system.

Figure 4.8. Decomposition of a molecule into fragments (iron coordinated with oxygen as fragment
1 and all remaining ligands (four NHz and one NCH) as fragment 2)
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4.3.3.1. EDA of [(NH3)sFen(O)(NH3)]™* complex

We will start the discussion with iron-oxo complexes, more precisely with the first model system
containing three equatorial and one axial NHs ligand (Figure 4.9.a.). Mentioned complex in 2+
oxidation state of iron has an HS ground state. It is important to mention that iron-oxo [Fe(O) ]"* unit
on its own has an HS ground state, and the preparation energy needed to bring the [Fe(O) ] from its
preferred ground state to IS or LS is almost similar (=70 kcal mol™* and ~64 kcal mol™ respectively).
This electronic effect is additionally boosted by strong Pauli repulsion (~34 kcal mol™*and ~105 kcal
mol™ respectively, relative to the HS) lifting the IS and LS states in energy and explaining the HS
character of this complex. It is important to notice that the sum of individual components for IS and
LS is almost the same (although the EDA components vary), which explains small splitting between
these two states. As it can be seen from the Table 4.24., less energy is needed to bring HS iron-oxo
component to LS, and at the same time, this excited state shows much stronger orbital interaction
than the IS (~156 kcal mol™* and ~126 kcal mol™, respectively), making LS the first excited state.

.t
N

¢
Figure 4.9.a. Geometry of [(NH3)sFe"(O)(NH3)]™" complex

In the case of oxidation state 3+ the overall picture changes drastically. Preparation energy needed
to excite preferred HS iron-oxo component to IS now counts only 15 kcal mol™?. This energy
requirement and negligibly stronger effect of Pauli repulsion in 1S (~5 kcal mol?, relative to HS) can
be easily counteracted by a favorable combination of Orbital interaction and Electrostatic interaction,
making IS the ground state. Sum of Pauli, Orbital and Electrostatic interaction, known as the
Interaction energy, has a stabilizing (~-24 kcal mol?, relative to HS) effect and is strong enough to
overcome the excitation energy. Preparation energy needed for excitation of HS component to LS
state is even larger than in the case of oxidation state 2+, and this unfavorable contribution is
accompanied by even stronger Pauli repulsion, lifting this spin state in energy and creating much
larger splitting.
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Table 4.30. EDA parameters (kcal mol™) for [(NH3)sFe"(O)(NH3)]™ model system calculated on ZORA/S12g/TZ2P level of theory

Ox. State +2 +3 +4
Spin state LS IS HS LS IS HS LS IS HS
Symmetry Cs Cav Cs Cs Cs Csv Csv Cs Csv
E -2113.04 -2111.76 -2122.76 -2020.39 -2038.01 -2032.70 -1766.24 -1779.27 -1796.76
AEprep 102.30 100.07 28.45 125.38 42.14 23.91 68.91 44.39 25.35
AEdeform 0.50 0.03 0.01 0.01 0.04 0.03 0.17 0.19 0.15
AElig-lig 22.22 14.52 12.57 21.88 16.68 13.57 25.71 22.77 18.09
AEval.xc 79.58 85.52 15.92 103.49 25.42 10.31 43.03 21.43 7.11
AEint -130.50 -126.03 -65.73 -259.69 -193.64 -169.93 -383.67 -372.06 -370.25
AEpauli 258.52 186.98 153.22 280.16 157.63 152.62 238.25 199.88 184.37
AEelstat -233.02 -187.15 -135.56 -260.92 -211.55 -198.61 -302.70 -286.33 -287.25
AEorbint -156.00 -125.86 -83.39 -278.93 -139.72 -123.94 -319.22 -285.61 -267.37
C3v Cs
Al A -114.64 -38.60 -63.42 -240.22 -103.77 -53.38 -111.64 -176.93 -122.61
A2 A -41.36 -0.86 -19.97 -38.71 -35.94 -1.90 -5.68 -108.68 -5.38
El - - -86.40 - - - -68.66 -201.89 - -139.38
AEdisp -5.39 -6.35 -6.04 -5.82 -6.28 -6.47 -5.72 -5.78 -6.02
AEtotal -28.2 -25.96 -37.28 -134.31 -151.5 -146.02 -314.76 -327.67 -344.9

In 4+ oxidation state of iron, the ground spin state is reversed again. As it can be seen, the preparation energy for the excitation of preferred HS to IS is
still small and affordable (~14 kcal mol™?, relative to HS), but cannot be overcame by small stabilizing effect of Interaction energy, since there is not
enough stabilization, originating from Orbital interaction and Electrostatic interaction, needed to counteract destabilizing Pauli repulsion. The interaction
energy of LS is only ~13 kcal mol™* higher and the driving force creating large splitting is unfavorable excitation energy needed to bring the preferred
component to LS state.



4.3.3.2. EDA of [(NH3)3Fen(O)(NCH)]™* complex

As mentioned before, geometrical aspects are one of the main factors governing the spin state
ordering. Our second model system has a similar coordination environment, containing three
equatorial NHs and one axial NCH ligand (Figure 4.9.b.), and all optimized structures of this model
system are similar to the previous one (Appendix section). As expected, the qualitative picture did not
change, and spin state ordering is the same as for the previous (Figure 4.7., Table 4.31.). Although
the ground spin state is retained for all three oxidation states, spin state splitting changed, and a closer
look at the geometries reveals slight but important geometrical differences that influence the general

result.
<

Figure 4.9.b. Geometry of [(NHz3)3Fe"(O)(NCH)]™ complex

Namely, in oxidation state 2+, the distance between the central metal ion and equatorial
ammonia ligands stayed almost the same as in the first model system, yet bond length between a
metal ion and axial NCH is shorter (~ 0.3A) than in the case of axial NHs. This bond shortening is
causing destabilizing Pauli repulsion energy to increase, but at the same time it is providing stronger
orbital overlap, and as a general result, we have stronger Interaction energy. Excitation energy is
almost the same as for the first model system, yet we have dominantly stronger Interaction, which is
lowering the energy and reducing the spin state splitting.

Spin state splitting for iron oxidation state 3+ changed drastically. In HS, shortening (~ 0.1A)
of M-Leq) took place and was accompanied by an elongation (~ 1.3A) of M-Lx. This effect can be
clearly noticed in Orbital interaction contribution, since stabilization decreased for orbitals of Az
symmetry (corresponding to axial d orbitals), and increased for orbitals of Ei1 symmetry
(corresponding to equatorial d orbitals). Although the overall effect is weaker Orbital interaction
energy, we have a decrease of destabilizing Ligand-Ligand interaction (due to the elongation of M-
Lx) and reduction of the orbital splitting. The ground spin state remains 1S, showing a negligible
shortening of all M-L bonds followed by a rotation of equatorial ligands. This geometrical change is
causing a less favorable Orbital interaction, thus a slight destabilization of IS and smaller spin state
splitting between the ground and remaining excited spin states. In LS state a shortening of M-Lax)
took place resulting in more favorable Orbital interaction and stronger Interaction energy, which
further stabilizes this spin state. Synergic effect of IS destabilization and stabilization of LS state led
to a sufficient decrease of splitting between these two spin states, and as a final result, we have almost
the same energy requirement for the excitation of the ground spin state either to HS or LS.



Table 4.31. EDA parameters (kcal mol™) for [(NH3)sFe"(O)(NCH)]™ model system calculated on ZORA/S12g/TZ2P level of theory

Ox. State +2 +3 +4

Spin state LS IS HS LS IS HS LS IS HS
Symmetry Cs Cav Cs Cs Cs Csv Csv Cs Y

E -2142.08 -2142.79 -2145.81 -2035.01 -2042.12 -2038.26 -1775.58 -1784.21 -1801.49
AEprep 109.87 99.67 25.81 122.54 37.81 13.16 63.71 38.84 20.08
AEdeform 13.49 1.35 0.43 0.10 0.10 0.05 0.37 0.37 0.38
AElig-lig 19.62 13.44 11.00 19.11 12.97 4.75 18.06 17.41 13.10
AEval.xc 76.76 84.88 14.38 103.34 24.75 8.36 45.28 21.06 6.60
AEint -162.10 -151.91 -80.99 -266.63 -188.54 -160.48 -383.12 -366.55 -364.88
AEpauli 374.67 258.23 222.57 320.40 162.46 163.6 230.97 201.55 184.24
AEelstat -281.56 -220.66 -165.95 -269.57 -208.88 -204.04 -300.76 -282.65 -281.76
AEorbint -255.21 -189.48 -137.61 -317.46 -142.12 -120.04 -313.33 -285.45 -267.36
C3v Cs

AL A -186.44 -50.14 -91.45 -266.90 -101.91 -40.38 -93.63 -167.96 -109.35
Ay AT -68.77 -0.95 -46.16 -50.56 -40.21 -2.42 -5.82 -117.49 -5.45
Ei - - -138.39 - - - -77.24 -213.87 - -152.56
AEdisp -4.56 -5.29 -5.32 -4.88 -5.32 -4.88 -4.56 -4.76 -5.01
AEtotal -52.23 -52.24 -55.18 -144.09 -150.73 -147.32 -319.41 -327.71 -344.8

As it can be seen from Figure 4.7., as well as from Table 4.31., there are no drastic changes in the case of oxidation state 4+. This phenomenon
is explained by the fact that both model systems have similar optimized geometries in all spin states.



4.3.3.3. EDA of [(NH3)4Fen(O)(NCH)]™* complex

Geometry of the third model system is noticeably different (Figure 4.9.c.), since it has an
additional equatorial NH3 ligand, and in this regard, we have sufficiently different results for EDA
components (Table 4.32.), as well as for the resulting spin state splitting (Figure 4.7.).

Figure 4.9.c. Geometry of [(NH3)4Fe"(O)(NCH)]™" complex

On a first glance EDA components for complex in which iron has oxidation state 2+ look
considerably different for three possible spin states. As it can be expected and noted from Table 4.32.,
this complex shows stronger orbital interaction starting from HS and going to LS due to the shortening
of M-L distances (Appendix section), but at the same time a stronger destabilizing effect of the Pauli
repulsion and Ligand-Ligand interaction energy. After we add the unfavorable Excitation energy
effect to the interplay of previously mentioned contributions we obtain almost the same amount of
stabilization for all three spin states (-45.86, -41.43 and -40.78 kcal mol? for LS, IS and HS
respectively). As a final result, LS stands out as a ground state with negligible spin state splitting
(Figure 4.7.), thus we can consider this model system as a transition complex.

Complex with iron oxidation state 3+ shows much smaller energy requirement for excitation
from preferred HS to IS, which is overcome by stronger stabilizing interaction effect based on more
favorable Orbital interaction in IS. After the addition of the Ligand-Ligand destabilizing component,
we have IS as ground state and HS negligibly higher in energy. Unlike HS, LS is considerably higher
in energy. If we take into account that the sum of stabilizing Interaction contribution and destabilizing
Excitation energy is almost the same for all three spin states (-180.76, -181.38, and -176.03 kcal mol
! for LS, IS and HS respectively), it is obvious that the reason for this larger spin state splitting lies
in strong destabilizing Ligand-Ligand effect which lifts LS in energy.



Table 4.32. EDA parameters (kcal mol™) for [(NH3)sFe"(O)(NCH)]™ model system calculated on ZORA/S12g/TZ2P level of theory

Ox. State +2 +3 +4
Spin state LS IS HS LS IS HS LS IS HS
Symmetry Cav Cav Cav Cav Cav Cav Cav Cav Cav
E -2587.29 -2586.77 -2585.46 -2493.43 -2508.86 -2507.09 -2248.91 -2285.66 -2283.36
AEprep 162.71 112.77 27.34 135.09 43.32 24.06 122.78 90.72 28.94
AEdeform 2.09 0.20 -0.05 0.29 0.04 0.00 0.17 0.14 0.20
AElig-lig 33.34 22.31 10.91 31.34 18.72 14.77 29.36 30.62 22.31
AEval.xc 127.28 90.26 16.48 103.48 24.56 9.30 93.25 59.96 6.43
AEint -206.48 -154.00 -68.17 -284.24 -205.94 -185.33 -460.73 -466.54 -400.62
AEpauli 347.58 260.90 158.20 230.54 130.80 154.89 194.66 196.32 149.82
AEelstat -290.98 -224.90 -137.13 -274.37 -201.79 -206.80 -312.04 -312.51 -278.68
AEorbint -263.08 -190.00 -89.24 -240.41 -134.95 -133.42 -343.35 -350.35 -271.76
Caw Cu
Ar A1 -60.52 -54.48 -37.60 -149.84 -52.84 -44.09 -225.07 -96.17 -100.74
A A -1.13 -0.65 -0.32 -10.57 -1.25 -1.57 -14.61 -4.41 -3.58
Bi B -9.18 -1.73 -8.05 -41.80 -4.97 -3.45 -57.90 -10.13 -7.37
B B2 -53.29 -15.85 -5.48 -38.20 -21.47 -25.25 -45.77 -133.96 -56.96
E1 -138.97 -117.27 -37.80 - -54.42 -59.06 - -105.69 -103.11
AEdisp -5.32 -1.22 -6.45 -5.32 -1.27 -6.84 -6.35 -5.23 -7.11
AEtotal -43.77 -41.23 -40.83 -149.15 -162.62 -161.27 -337.95 -375.82 -371.68

In the case of oxidation state 4+ (relative to previous two model systems) a considerable change in spin state ordering took place (Figure 4.7.).
IS became the ground state, and as it was stated before!, the reason for this phenomenon arises from stronger stabilizing Interaction effect dominating
over destabilizing Preparation energy. The same concept rationalizes the spin state splitting for this model system.



4.3.3.4. EDA of [(NH3)3Fen(OH)(NHs)]™* complex

As well as for iron-oxo model systems, transition metal-containing unit [Fe(OH) ]™ on its own
has an HS ground state. The first hydroxo model system (Figure 4.9..d.), containing three equatorial
and one axial NHz ligand, in the case of 3+ oxidation state of iron has an HS ground state.

A

Figure 4.9.d. Geometry of [(NH3)sFe"(OH)(NHz)]™ complex

This is not in accordance with the corresponding iron-oxo complex having the IS as the ground
state. During the geometry optimization of all three spin states of iron-hydroxo complex, an
elongation of Fe-O and shortening of Fe-L bonds took place (Appendix section), and in this regard,
we can expect a change in overall results. As we mentioned earlier, preparation energy needed to
excite preferred HS iron-oxo component to IS is rather small (~15 kcal mol™?) and can easily be
overcome by favorable Interaction energy. Unlike in the case of iron-oxo complex corresponding
hydroxo complex shows noticeably higher preparation (Table 4.33.), based on energy requirement
for excitation of preferred HS iron-hydroxo to first excited IS state (~38.41 kcal mol™). Since the
stabilizing Interaction energy effect is not strong enough to counteract this energy requirement we
have HS as the ground state and IS as the first excited state. The change of the ground spin state
between iron-oxo and iron-hydroxo model systems is in this way addressed to the Preparation energy
component. Since the preparation energy requirement for the excitation of iron-hydroxo HS ground
state to LS is greater than in the case of iron-oxo, where ground IS must be excited to LS, we can say
that the same factor is responsible for a larger spin state splitting in the case of the iron-hydroxo
complex.



Table 4.33. EDA parameters (kcal mol™) for [(NH3)sFe"(OH)(NH3)]™ model system calculated on ZORA/S12g/TZ2P level of theory

Ox. State +3 +4

Spin state LS IS HS LS IS HS
Symmetry Cs Cs Cs Cs Cs Cs

E -1880.26 -1903.21 -1910.61 -1477.04 -1495.61 -1511.42
AEprep 124.82 70.27 28.24 450.36 298.32 228.95
AEdeform 0.08 0.05 0.05 0.44 0.44 0.42
AElig-lig 24.78 18.15 14.53 31.73 27.22 20.54
AEval.xc 99.96 52.07 13.66 418.19 270.66 207.99
AEint -373.28 -341.38 -306.54 -763.74 -629.85 -576.12
AEpauli 229.32 186.50 161.95 227.81 230.01 204.45
AEelstat -287.05 -278.55 -255.18 -340.7 -339.6 -335.01
AEorbint -315.55 -249.33 -213.31 -650.85 -520.26 -445.56
Cs

A -193.38 -177.04 -145.22 -429.55 -428.85 -325.03
AT -122.17 -72.29 -68.09 -221.30 -91.41 -120.52
AEdisp -5.92 -6.29 -6.43 -5.6 -5.61 -6.02
AEtotal -246.48 -271.11 -278.3 -313.38 -331.53 -347.17

The overall picture of spin state ordering in the case of the iron-hydroxo complex with 4+ oxidation state of the metal is the same as for the
corresponding iron-oxo complex. Geometrical parameters (Appendix section) of this iron-hydroxo complex, unlike in the previous example stayed almost
the same with negligible changes. Although each EDA component changed drastically, in comparison with the corresponding iron-oxo complex, obtained
values relative to the ground HS state are the same, resulting with almost equal spin state splitting.



4.3.3.5. EDA of [(NH3)3Fe"(OH)(NCH)]m* complex

The geometrical parameters of the next model system, containing three equatorial NH3 and one
axial NCH ligand (Figure 4.9.e.), are almost the same (Appendix section) for both 3+ and 4+ oxidation
state of central metal ion if compared with previous iron-hydroxo complex.

Figure 4.9.e. Geometry of [(NH3)sFe"(OH)(NCH)]™ complex

For this reason, EDA contributions (Table 4.34.), as well as resulting spin state ordering and spin
state splitting are similar. In this regard, the same concept as for the previous model system can be
applied. Moreover, oxidation state 3+ shows the same trend and a change of the ground spin state
from 1S to HS, if compared with the corresponding iron-oxo complex. This phenomenon is once more
explained with Preparation contribution, based on excitation energy requirements.



Table 4.34. EDA parameters (kcal mol™?) for [(NHs)sFe"(OH)(NCH)]™ model system calculated on ZORA/S12g/TZ2P level of theory

Ox. State +3 +4

Spin state LS IS HS LS IS HS
Symmetry Cs Cs Cs Cs Cs Cs

E -1888.09 -1908.68 -1914.33 -1483.57 -1495.68 -1515.36
AEprep 119.79 65.78 23.34 445.15 293.11 224.87
AEdeform 0.22 0.20 0.14 0.90 0.90 0.75
AElig-lig 20.39 14.14 23.34 25.89 22.32 15.48
AEval.xc 99.18 51.44 12.77 418.36 269.89 208.64
AEint -372.33 -338.77 -301.88 -759.78 -619.09 -570.48
AEpauli 245.64 194.71 165.88 241.3 230.57 209.46
AEelstat -287.96 -276.11 -255.6 -345.13 -338.18 -330.79
AEorbint -330.01 -257.37 -212.16 -655.95 -511.48 -449.15
Cs

A -196.66 -176.15 138.38 -408.15 -283.67 -313.83
AT -133.35 -81.23 -713.77 -247.80 -227.81 -135.32
AEdisp -4.94 -5.29 -5.43 -4.59 -4.82 -5.22

AEtotal -252.54 -272.99 -278.54 -314.63 -325.98 -345.61




4.3.3.6. EDA of [(NH3)4Fe"(OH)(NCH)]m* complex

The last investigated model system, containing four equatorial NHz and one axial NCH ligand
(Figure 4.9.f.), shows similar geometrical parameters to the previous model system (Appendix
section), but more importantly, bond lengths are almost similar to corresponding iron-oxo complex
with the same number of ligands around the central metal ion.

Figure 4.9.f. Geometry of [(NH3)sFe"(OH)(NCH)]™" complex

Besides a slight elongation of Fe-O distance, due to the change of double to a single bond, and
rotation of two parallel NHs ligands in an equatorial sphere, optimized structures of the corresponding
iron-oxo and iron-hydroxo complexes look-alike. As well as in the previous two cases, the first
system, having 3+ oxidation state of iron, shows a change of ground spin state. As we mentioned
before, the iron-oxo complex having 3+ oxidation state of iron has a small spin state splitting (~ 1.8
kcal mol™) between IS ground state and first excited HS state by cause of, in this case, more dominant
Interaction energy that can overtake destabilizing Excitation energy requirement. Unlike iron-oxo
complex, corresponding iron-hydroxo analog shows the superiority of Preparation energy (Table
4.35.), which cannot be counteracted and overcame by weaker Interaction energy present in LS and
IS states, thus making HS the ground state. The interplay of Excitation energy and Interaction energy
results with LS being the first excited state. Although LS has the strongest Preparation energy
contribution, this destabilizing effect is weakened by Interaction energy based on the stronger orbital
overlap. In the case of IS state, the destabilizing excitation energy is stronger than the stabilizing
Interaction effect resulting in a stronger split while making IS the second excited state.



Table 4.35. EDA parameters (kcal mol™?) for [(NHs)sFe"(OH)(NCH)]™ model system calculated on ZORA/S129/TZ2P level of theory

Ox. State +3 +4

Spin state LS IS HS LS IS HS
Symmetry Cs Cs Cs Cs Cs Cs

E -2393.15 -2389.21 -2397.98 -2010.83 -2025.74 -2015.05
AEprep 128.92 74.26 334 444.36 305.33 234.52
AEdeform 0.08 0.13 0.47 0.44 0.34 0.47
AElig-lig 31.27 21.92 21.00 34.38 33.39 24.96
AEval.xc 97.57 52.21 11.93 409.54 271.6 209.09
AEint -433.53 -373.46 -341.22 -833.9 -709.46 -626.55
AEpauli 216.43 171.69 153.15 240.84 220.22 176.73
AEelstat -304.68 -276.83 -261.33 -369.71 -358.79 -333.43
AEorbint -345.28 -268.32 -233.04 -705.03 -570.89 -469.85
Cs

A -273.73 -204.43 -169.56 -493.56 -464.05 -362.55
A -71.55 -63.88 -63.48 -211.47 -106.84 -107.31
AEdisp -5.59 -7.23 -7.16 -5.43 -5.48 -7.17
AEtotal -304.61 -299.2 -307.82 -389.54 -404.13 -392.03

In the case of the last iron-hydroxo model system, having 4+ oxidation state of iron, we have nearly identical geometrical parameters with
corresponding iron-oxo complex. As well as in the previous case, a slight elongation of Fe-O distance and a rotation of two parallel NH3 ligands took
place, but this change did not affect the qualitative picture. This complex has the same spin ordering as corresponding iron-oxo analog, with a noticeable
difference in energy split between ground IS and corresponding excited states. Splitting between the ground and first excited HS state is substantially
smaller in the case of iron-oxo, and can be addressed to much stronger Interaction energy present in iron-hydroxo IS ground state and compensation of
strong Preparation energy. In this way, a stronger differentiation between the ground and the first excited state is established. Unlike the first excited
state, splitting between the ground and second LS state is much larger and originates from the combination of destabilizing Excitation energy requirement
and less stabilizing Interaction energy contribution. Although the corresponding iron-hydroxo complex has a higher value for the Excitation energy, this
factor is counteracted with sufficiently stronger Interaction, which is much stronger in the case of LS than IS state.



4.3.4. Conclusions

In the present work an in-depth examination of a series of iron-oxo and iron-hydroxo model
systems in three different oxidation states (2+, 3+ and 4+) of a central metal ion. In this regard, our
model systems can exist in many different close-lying spin- states, and in order to understand the
ground spin state as well as the corresponding excited states, EDA approach has been utilized. In this
way, we have successfully decomposed the interaction energy between fragments, from which one is
the central metal ion bearing the oxo/hydroxo component and the other is the composition of
surrounding ligands. This study shows that the utilized fragment-based approach represents an
excellent method for analysis of the interaction between chemically meaningful moieties. Our main
conclusion is that within the interplay of EDA contributions, central roles are played by destabilizing
preparation energy based on excitation energy requirements and oxidation state of the metal, as well
as stabilizing interaction energy based on orbital overlap during which chemical bonds are created.
Our model systems are chosen due to the fact that similar chemical species are present as active sites
in much more complex biochemical systems and are responsible for a broad pallet of different
functions. We hope that in the future our present work will be used to define and explore these
complex systems and resolve phenomena, such as the change of the ground spin state, ligand
exchange or overall reactivity.

4.3.5. Computational details

All DFT calculations were performed with the Amsterdam Density Functional (ADF) and QUILD
program. Molecular orbitals were expanded in an uncontracted set of STOs of triple-C quality with
double polarization functions TZ2P. Core electrons were not treated explicitly during geometry
optimizations (frozen core approximation). An auxiliary set of s, p, d, f, and g STOs was used to fit
the molecular density and to represent the Coulomb and exchange potentials accurately for each SCF
cycle.

Geometries of all possible spin states were optimized with the QUILD program using adapted
delocalized coordinates until the maximum gradient component was less than 10 a.u. Energies and
gradients were calculated using dispersion corrected S12g functional. Calculations related to the
fragments were carried out in gas phase and restricted form, whereas all other calculations were done
including the solvation effect and in unrestricted fashion (according to the general EDA procedure).
The solvation effect has been included through the COSMO dielectric continuum model with
appropriate parameters for acetonitrile as solvent.3** Scalar relativistic corrections have been included
self-consistently in all calculations by using ZORA. All DFA calculations were performed using the
unrestricted Kohn-Sham scheme.



5. General conclusions

The versatility of results presented in this thesis demonstrates a modern theoretical approach for
investigation of various aspects and characteristics of first row transition metal (TM) complexes.
Considering all results together, Density Functional Theory (DFT) has once again proven to be an
accurate and reliable method for extensive investigations in the field of coordination chemistry.

In the present thesis, we propose a systematization of computational steps and DFT flavors that
should be used in order to get the best of this theoretical method. In this regard, we have tested,
rationalized and tuned computational conditions in order to get the best performance. Performance of
some old and some newly-designed density functional approximations (DFAS) have been tested
firstly for the geometry optimizations of aqua- and oxo- complexes of the first row TMs.. Although
accurate geometries are obtained with some other DFAs, we are putting forward the dispersion
corrected S12g functional. The reason for this lies in the fact that besides remarkable efficiency for
the geometrical optimization, this DFA emerged as an irreplaceable tool for an accurate description
of electronic structure, which is one of the most demanding tasks in the field of TM sciences. Accurate
prediction of the ground spin state in all investigated cases has been achieved. In this regard, we have
utilized this specific functional for description and understanding of the connection between
geometrical aspects, ground spin state and corresponding low-lying excited states. With all these
results in hand, we gained an opportunity to investigate and deeper understand the excitation spectra
of a series of first row TM hexaaqua complexes. Namely, the energy difference between the ground
spin state and excited states can be correlated with the absorption spectra, thus we utilized DFT for
the necessary calculations. For this purpose, we have applied two different approaches, TD-DFT and
LF-DFT. Our results show far better performance of LF-DFT, for determination of excitation
energies, and prediction of electronic spectra. Such a good performance can be addressed to the
theoretical foundations of the method, whose focus is on the d-orbitals, where the excitations of
interest will occur. TD-DFT obviously failed due to the lack of orbital relaxation and showed to
be inconvenient due to its incapability to calculate the double excitations. Although this
method can be a good choice for organic compounds, it showed to be an insufficient choice
for simulations of excitation events located within a TM d-orbitals. In addition, one must be
careful when choosing a DFA, since MO6L and SAOP turned out to be a bad choice. For all
these reasons, LF-DFT can be considered as a valuable, fast and accurate alternative not only
for TD-DFT, but for computationally expensive high-level ab initio methods.

At the end, Energy Decomposition Analysis (EDA) has been successfully applied, and the energy
of various iron-oxo and iron-hydroxo systems has been split into chemically meaningful components.
These components, which contribute and define the final energy provided further insight into the
origins of chemical bonding. According to our results, the bonding energy is influenced by two
dominant factors. The first one is the destabilizing preparation energy, which turned to be based on
excitation energy requirements and the oxidation state of the metal. The other is the stabilizing
interaction energy based on orbital overlap during which chemical bonds are created. More
importantly, investigated molecular systems were chosen due to the fact that their molecular
properties and chemical behavior can be representative of much larger and more diverse molecular
and biological systems.

Although universal DFA doesn't exist, and one should be cautious when making a choice, in the
present thesis we propose theoretical steps and DFAs which should be used for unambiguous
investigation of the complicated electronic structure of TM containing molecules. | hope that in the
future this piece of science will be used, in the first place, to teach a newcomer the basics and
capabilities of DFT. More importantly, although much has been done within the framework of this
thesis, | hope that the obtained results will be utilized to further understand and illuminate molecular
systems (and their characteristics) which are even more complex than the ones presented.
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6. Appendix

In the forthcoming section, supplementary material for all investigations presented in the thesis
can be found.

6.1. Theoretical investigation of d-d transitions of first-row TM hexaaqua
complexes

6.1.1. Non-empirical parameters obtained from LF-DFT / Racah’s parameters
(B and C) and ligand field splitting A

TABLE A1. All non-empirically determined parameters (Racah’s parameters B and C, and ligand field
splitting A) obtained by the LF-DFT procedure (in cm™) for [V(H20)s]?* on different levels of theory

Geometry XC B C A
B3LYP 839 2,437 17,119
BP86 635 2,519 12,311
CAMB3LYP 594 2,400 15,251

BP86 OPBE 504 3,142 11,605
OPBEO 616 3,040 12,432
PBEO 629 2,590 13,048
PWO1 615 2,501 12,343
SSB-D 617 2,904 11,563
B3LYP 635 2,258 13,086
BP86 633 2,516 12,460
CAMB3LYP 589 2,458 15,732

PWO1 OPBE 593 3,135 11,761
OPBEO 615 3,035 12,621
PBEO 624 2,600 13,224
PWO1 599 2,519 12,530
SSB-D 613 2,905 11,706
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TABLE A2. All non-empirically determined parameters (Racah’s parameters B and C, and ligand field
splitting A) obtained by the LF-DFT procedure (in cm™) for [Cr(H20)s]*" on different levels of theory

Geometry XC B C A
B3LYP 765 2,389 16,730
BPS6 702 2,582 17,078
CAMB3LYP 764 2,416 16,861

BP86 OPBE 647 3,174 16,665
OPBEO 705 3,187 16,559
PBEO 736 2,758 16,812
PWO1 701 2,547 17,043
SSB-D 690 3,022 16,167
B3LYP 766 2,388 16,306
BP86 703 2,586 17,154
CAMB3LYP 764 2,415 16,938

PW91 OPBE 647 3,177 16,743
OPBEO 707 3,186 16,636
PBEO 738 2,757 16,388
PW91 702 2,550 17,119
SSB-D 691 3,026 16,240

136



TABLE A3. All non-empirically determined parameters (Racah’s parameters B and C, and ligand field
splitting A) obtained by the LF-DFT procedure (in cm™) for [Mn(H20)s]** on different levels of
theory

Geometry XC B C A
B3LYP 847 2,674 8,066
BP86 806 2,939 8,671
CAMB3LYP 842 2,687 8,019

BP86 OPBE 762 3,627 8,176
OPBEO 797 3,501 7,618
PBEO 822 3,092 7,958
PW91 806 2,898 8,637
SSB-D 804 3,396 8,135
B3LYP 846 2,673 8,134
BP86 806 2,938 8,744
CAMB3LYP 841 2,687 8,087

PWO1 OPBE 761 3,626 8,247
OPBEO 796 3,590 7,685
PBEO 821 3,092 8,026
PWO1 806 2,897 8,710
SSB-D 803 3,396 8,204
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TABLE A4. All non-empirically determined parameters (Racah’s parameters B and C, and ligand field
splitting A) obtained by the LF-DFT procedure (in cm™) for [Fe(H20)s]*" on different levels of theory

Geometry XC B C A
B3LYP 822 2,488 12,389
BP86 779 2,702 12,219
CAMB3LYP 822 2,494 12,517

BP86 OPBE 726 3,240 11,836
OPBEO 768 3,184 12,237
PBEO 801 2,803 12,428
PWO1 779 2,673 12,203
SSB-D 765 3,148 11,515
B3LYP 822 2,486 12,454
BP86 780 2,702 12,294
CAMB3LYP 821 2,492 12,581

PW91 OPBE 727 3,240 11,912
OPBEO 766 3,180 12,300
PBEO 799 2,801 12,492
PWO1 780 2,673 12,279
SSB-D 766 3,148 11,588
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TABLE A5. All non-empirically determined parameters (Racah’s parameters B and C, and ligand field
splitting A) obtained by the LF-DFT procedure (in cm™) for [Co(H20)s]** on different levels of theory

Geometry XC B C A
B3LYP 839 2,437 17,119
BP86 787 2,723 16,911
CAMB3LYP 859 2,299 17,434

BP86 OPBE 733 3,213 16,594
OPBEO 842 2,695 17,139
PBEO 894 2,262 17,245
PWO1 787 2,697 16,902
SSB-D 771 3,151 16,112
B3LYP 71 2,383 14,432
BP86 733 2,578 13,440
CAMB3LYP 774 2,370 14,697

PW91 OPBE 687 3,029 13,074
OPBEO 729 2,939 14,398
PBEO 757 2,625 14,551
PWO1 733 2,555 13,440
SSB-D 716 2,964 12,753
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TABLE A6. All non-empirically determined parameters (Racah’s parameters B and C, and ligand field
splitting A) obtained by the LF-DFT procedure (in cm™) for [Ni(H20)s]?" on different levels of theory

Geometry XC B C A
B3LYP 892 2,785 9,316
BPS6 865 3,001 9,529
CAMB3LYP 889 2,791 9,233

BP86 OPBE 808 3,596 9,201
OPBEO 839 3,520 9,114
PBEO 874 3,116 9,229
PWO1 865 2,967 9,521
SSB-D 857 3,532 8,092
B3LYP 892 2,784 9,362
BP86 865 3,000 9,594
CAMB3LYP 889 2,789 9,276

PW91 OPBE 808 3,506 9,268
OPBEO 839 3,520 9,157
PBEO 874 3,114 9,272
PW91 865 2,966 9,586
SSB-D 857 3,533 9,056
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TABLE A7. All non-empirically determined parameters (Racah’s parameters B and C, and ligand field
splitting A) obtained by the LF-DFT procedure (in cm™) for [Ni(H20)s]?" on different levels of theory

Geometry XC B C A
B3LYP 892 2,785 9,316
BPS6 865 3,001 9,529
CAMB3LYP 889 2,791 9,233

BP86 OPBE 808 3,596 9,201
OPBEO 839 3,520 9,114
PBEO 874 3,116 9,229
PWO1 865 2,967 9,521
SSB-D 857 3,532 8,092
B3LYP 892 2,784 9,362
BP86 865 3,000 9,594
CAMB3LYP 889 2,789 9,276

PW91 OPBE 808 3,506 9,268
OPBEO 839 3,520 9,157
PBEO 874 3,114 9,272
PW91 865 2,966 9,586
SSB-D 857 3,533 9,056
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6.2. Theoretical determination of ground spin state and corresponding spin
state splitting for a series of iron-oxo and iron-hydroxo complexes with a
different oxidation state of central metal ion

TABLE A8.a. Relative spin state energies (kcal-mol™) for [Fe"(OH)(Hdidpa)CHsCN]?* (1) complex
calculated at LDA, S12g, PBE-D2, BP86-D3, B3LYP, S12h optimized geometries, with four
different DFAs

Single point calculations on a different level of theory:

Geometry: LDA S12¢g OPBE BP86-D3
Exp. Is is hs Is is hs Is is hs Is is hs

LDA h.s. -293 -218 00 40 19 00 23 14 00 -76 -6.7 0.0
S12g h.s. -274 -200 00 37 -14 00 01 -40 00 -107 -113 00
PBE-D2 h.s. -295 -209 00 43 -14 00 36 -40 00 -87 -113 00
BP86-D3 h.s. -256 -202 00 30 -08 00 08 -40 00 -108 -105 00
B3LYP h.s. 99 34 00 -29 56 00 15 84 00 -152 -10 0.0
S12h h.s. -261 -189 00 55 02 00 20 -24 00 -88 -96 0.0

TABLE A8.b. Relative spin state energies (kcal-mol™) for [Fe''(OH)(Hdidpa)CHsCN]?* (1) complex
calculated at LDA, S12g, PBE-D2, BP86-D3, B3LYP, S12h optimized geometries, with four
different DFAs

Single point calculations on different level of theory:

Geometry: SSBD B3LYP S12h MVS
Exp. s is hs Is is hs Is is hs Is is hs

LDA h.s. 00 101 38 0.0 206 137 0.0 337 208 00 177 094
S12¢g h.s. 00 110 30 00 172 86 00 321 178 00 192 78
PBE-D2 h.s. 00 109 33 00 198 91 00 339 183 00 174 7.6
BP86-D3 h.s. 00 116 37 00 168 97 00 318 184 00 194 79
B3LYP h.s. 00 85 109 00 10 111 0.0 197 205 0.0 165 8.0
S12h h.s. 00 129 43 00 170 94 00 317 186 0.0 171 111
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TABLE A9.a. Relative spin state energies (kcal-mol™?) for [Fe'"'(O)(Hsbuea)]? (2) complex calculated
at LDA, S12g, PBE-D2, BP86-D3, B3LYP, S12h optimized geometries, with four different DFAs

Single point calculations on different level of theory:

Geometry: LDA S12g OPBE BP86-D3

Exp. Is is hs Is is hs Is is hs Is is hs
LDA h.s. 0.6 -+ 00 304 - 00 282 - 0.0 159 - 0.0
S12g h.s. 29 06 00 271 88 00 306 110 00 105 04 0.0
PBE-D2 h.s. 12 -18 00 240 83 00 276 108 00 79 -15 00
BP86-D3 h.s. 29 -39 00 246 94 00 273 100 00 92 03 00
B3LYP h.s. - 27 00 - 9.2 0.0 - 100 00 - 08 0.0
S12h h.s. 29 -22 00 249 89 00 286 102 00 838 0.8 0.0

*not converged structure

TABLE A9.b. Relative spin state energies (kcal-mol?) for [[Fe"'(O)(Hsbuea)]> (2) complex
calculated at LDA, S12g, PBE-D2, BP86-D3, B3LYP, S12h optimized geometries, with four
different DFAs

Single point calculations on different level of theory:

Geometry: SSBD B3LYP S12h MVS

Exp. Is IS hs Is IS hs Is iS hs Is iS hs
LDA h.s. 35.0 - 0.0 329 - 0.0 480 - 00 471 - 0.0
S12g h.s. 335 132 00 278 93 00 425 171 00 452 210 00

PBE-D2 h.s. 303 124 00 77 -103 0.0 417 159 00 444 212 00
BP86-D3 h.s. 326 143 00 289 101 00 439 180 00 436 209 0.0
B3LYP h.s. - 135 0.0 - 9.7 00 - 17.4 0.0 - 215 0.0
S12h h.s. 315 133 00 251 94 00 394 168 00 435 212 0.0

TABLE Al0.a. Relative spin state energies (kcal-mol?) for [Fe"(OH)(Hsbuea)](3) complex
calculated at LDA, S12g, PBE-D2, BP86-D3, B3LYP, S12h optimized geometries, with four
different DFAs

Single point calculations on different level of theory:

Geometry: LDA S12g OPBE BP86-D3
Exp. Is is hs Is is hs Is is hs Is is hs

LDA h.s. -135 96 00 159 77 00 151 49 00 0.9 -0.5 00
S12¢g h.s. -148 -102 00 115 47 00 148 40 00 -46 40 00
PBE-D2 h.s. -123 -89 00 138 55 00 146 52 00 -22 -3.6 00
BP86-D3 h.s. -120 -94 00 136 56 00 137 52 00 -21 -3.6 00
B3LYP h.s. -9.9 -84 00 140 60 00 164 70 00 -21 -34 00
S12h h.s. - -7.2 0.0 - 6.4 0.0 - 88 0.0 - -28 0.0

143



TABLE A10.b. Relative spin state energies (kcal-mol?) for [Fe'''(OH)(Hsbuea)](3) complex
calculated at LDA, S12g, PBE-D2, BP86-D3, B3LYP, S12h optimized geometries, with four
different DFAs

Single point calculations on different level of theory:

Geometry: SSBD B3LYP S12h MV'S

Exp. Is is hs Is is hs Is is hs s is hs
LDA h.s. 215 110 00 183 85 00 317 160 0.0 318 172 0.0
S12¢ h.s. 182 93 00 110 51 00 279 133 00 309 163 00

PBE-D2 h.s. 210 105 00 136 46 00 302 135 00 312 172 0.0
BP86-D3 h.s. 217 103 00 127 45 00 297 132 00 335 167 0.0
B3LYP h.s. 210 105 00 131 56 00 303 137 00 335 179 0.0
S12h h.s. - 10.4 0.0 - 6.3 0.0 - 146 0.0 - 17.8 0.0

TABLE All.a. Relative spin state energies (kcal-mol™) for [(TMC)Fe''(O)(Sc"'(OTf)sOH.)]° (4)
complex calculated at LDA, S12g, PBE-D2, BP86-D3, B3LYP, S12h optimized geometries, with
four different DFAs

Single point calculations on different level of theory:

Geometry: LDA S12g OPBE BP86-D3

Exp. Is is hs Is is hs Is is hs Is is hs
LDA h.s. 10 99 00 308 90 00 323 107 00 152 -20 0.0
S12g h.s. 3.9 -84 00 263 67 00 311 107 00 92 -38 0.0
PBE-D2 h.s. 1.9 -104 00 256 56 00 309 101 00 81 -55 00
BP86-D3 h.s. 2.5 -103 00 261 59 00 296 85 00 96 -49 00
B3LYP h.s. - -89 00 - 6.2 00 - 9.0 00 - 43 00
S12h h.s. - -72 00 - 64 00 - 88 00 - -28 0.0

TABLE All.b. Relative spin state energies (kcal-mol™) for [(TMC)Fe'"'(0)(Sc"(OTf)sOH2)1° (4)
complex calculated at LDA, S12g, PBE-D2, BP86-D3, B3LYP, S12h optimized geometries, with
four different DFAs

Single point calculations on different level of theory:

Geometry: SSBD B3LYP S12h MV'S

Exp. Is is hs Is is hs Is iS hs Is iS hs
LDA hs. 335 120 0.0 316 104 00 459 194 0.0 431 168 0.0
S12g hs. 325 100 0.0 297 95 00 412 159 0.0 440 156 0.0

PBE-D2 h.s. 311 87 00 247 6.0 0.0 406 149 00 420 135 0.0
BP86-D3 h.s. 31.7 92 00 259 64 00 413 153 00 436 155 0.0
B3LYP h.s. - 97 00 - 6.6 00 - 158 00 - 154 0.0
S12h h.s. - 104 00 - 6.3 00 - 146 0.0 - 26 0.0
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TABLE Al2.a. Relative spin state energies (kcal-mol?) for [Fe!''((2,2',2"-nitrilo-kN)tris(N-(1-
methylethyl)acetamidato-kN)(OH)]" (5) complex calculated at LDA, S12g, PBE-D2, BP86-D3,
B3LYP, S12h optimized geometries, with four different DFAs

Single point calculations on different level of theory:

Geometry: LDA S12g OPBE BP86-D3

Exp. Is iS hs s iS hs s iS hs s is hs
LDA h.s. 41 -78 00 239 91 0.0 250 121 00 9.2 1.3 0.0
S12g h.s. 30 33 00 101 80 00O 84 59 00 83 71 00
PBE-D2 h.s. 46 48 00 116 96 00 99 73 00 99 86 00
BP86-D3 h.s. 57 48 00 124 96 00 108 76 00 107 87 0.0
B3LYP h.s. 33 40 00 97 83 00 81 63 00 83 75 00
S12h h.s. 48 43 00 125 86 00 112 66 00 106 7.7 0.0

TABLE Al12.b. Relative spin state energies (kcal-mol?) [Fe"'((2,2',2"-nitrilo-kN)tris(N-(1-
methylethyl)acetamidato-kN)(OH)]" (5) complex calculated at LDA, S12g, PBE-D2, BP86-D3,
B3LYP, S12h optimized geometries, with four different DFAS

Single point calculations on different level of theory:

Geometry: SSBD B3LYP S12h MVS

Exp. Is is hs s IS hs Is is hs Is iS hs
LDA h.s. 279 119 0.0 251 109 0.0 - 178 00 411 182 0.0
S12g h.s. 89 75 00 92 72 00 81 64 00 400 17.7 0.0

PBE-D2 h.s. 104 91 00 114 94 00 102 85 0.0 400 178 0.0
BP86-D3 h.s. 113 93 00 118 89 00 107 81 0.0 405 179 00
B3LYP h.s. 86 78 00 90 76 00 78 68 00 405 180 00
S12h h.s. 109 82 00 118 78 00 105 73 0.0 403 184 0.0

TABLE Al3a. Relative spin state energies (kcal-mol™) for [Fe'"'(OH)(tnpa)(COOCHS3)]* (6) complex
calculated at LDA, S12g, PBE-D2, BP86-D3, B3LYP, S12h optimized geometries, with four
different DFAs

Single point calculations on different level of theory:

Geometry: LDA S12g OPBE BP86-D3

Exp. Is is hs Is is hs Is is hs Is is hs
LDA h.s. -256 62 00 68 73 00 80 84 00 -122 -20 00
S12g h.s. -252 58 00 83 72 00 116 85 00 -94 -21 00
PBE-D2 h.s. 249 63 00 85 91 00 116 110 00 92 11 0.0
BP86-D3 h.s. 241 -49 00 118 88 00 183 105 00 -32 10 0.0
B3LYP h.s. -233 44 00 81 68 00 126 83 00 -88 -16 00
S12h h.s. -234 -44 00 80 68 00 134 88 00 -91 -1.7 0.0
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TABLE A13.b. Relative spin state energies (kcal-mol™?) [Fe'''(OH)(tnpa)(COOCHS3)]* (6) complex
calculated at LDA, S12g, PBE-D2, BP86-D3, B3LYP, S12h optimized geometries, with four
different DFAs

Single point calculations on different level of theory:

Geometry: SSBD B3LYP S12h MVS
Exp. Is iS hs Is iS hs Is is hs Is is hs

LDA hs. 140 115 00 88 64 00 251 151 00 241 193 00
S12¢ hs. 133 116 00 83 7.2 00 245 151 0.0 244 193 0.0
PBE-D2 hs. 133 112 00 102 73 00 256 162 0.0 249 194 0.0
BP86-D3 hs. 201 111 00 140 7.8 0.0 286 162 00 238 187 00
B3LYP hs. 132 116 00 95 6.2 00 242 151 0.0 254 204 0.0
S12h hs. 131 118 0.0 119 75 00 246 153 0.0 253 205 0.0

TABLE Al4.a. Relative spin state energies (kcal-mol™) for [Fe'''(OH)(tnpa)(COOP)]* (7) complex
calculated at LDA, S12g, PBE-D2, BP86-D3, B3LYP, S12h optimized geometries, with four
different DFAs

Single point calculations on different level of theory:

Geometry: LDA S12g OPBE BP86-D3

Exp. Is is hs Is is hs Is is hs Is is hs
LDA h.s. 251  -6.2 00 76 76 00 101 94 00 -114 -19 0.0
S12¢g h.s. -25.9 59 060 79 70 00 109 83 00 -96 -1.9 0.0
PBE-D2 h.s. -248 -5.8 00 87 96 00 121 115 00 -87 1.8 0.0
BP86-D3 h.s. -25.8  -3.1 00 78 122 00 122 216 00 -99 2.1 0.0
B3LYP h.s. -221 4.1 00 88 69 00 154 88 00 -85 -1.5 0.0
S12h h.s. -22.1  -3.7 00 85 72 00 117 84 00 -86 -1.3 0.0

TABLE Al4.b. Relative spin state energies (kcal-mol?) [Fe"'(OH)(tnpa)(COOPNh)]* (7) complex
calculated at LDA, S12g, PBE-D2, BP86-D3, B3LYP, S12h optimized geometries, with four
different DFAs

Single point calculations on different level of theory:

Geometry: SSBD B3LYP S12h MVS

Exp. s is hs s is hs s is hs s is hs
LDA h.s. 144 118 00 98 6.8 00 256 155 00 246 197 00
S12g h.s. 129 116 00 93 52 00 240 150 00 235 191 0.0
PBE-D2 h.s. 136 11.8 0.0 108 938 00 253 168 00 284 157 00
BP86-D3 h.s. 128 131 00 91 125 00 239 199 00 244 218 0.0
B3LYP h.s. 141 118 00 101 6.8 00 246 156 00 249 210 0.0
S12h h.s. 138 123 00 99 6.8 00 239 152 00 248 210 00
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TABLE Al5.a. Relative spin state energies (kcal-mol™) for [Fe''(OH)(TST)]™ (8) complex calculated
at LDA, S12g, PBE-D2, BP86-D3, B3LYP, S12h optimized geometries, with four different DFAs

Single point calculations on different level of theory:

Geometry: LDA S12g OPBE BP86-D3

Exp. Is is hs Is is hs Is is hs s is hs
LDA h.s. -33 50 00 258 129 0.0 262 103 0.0 112 54 00
S12g h.s. -08 -50 00 240 92 00 272 114 00 67 -01 00
PBE-D2 h.s. 111 -57 00 260 102 00 261 83 00 68 -1.3 00
BP86-D3 h.s. 32 70 00 222 73 00 283 72 00 57 -22 00
B3LYP h.s. 25 43 00 269 98 00 274 91 00 104 12 00
S12h h.s. 210 -86 00 306 73 00 349 44 00 197 04 00

TABLE A15.b. Relative spin state energies (kcal-mol™?) [Fe""(OH)(TST)]™ (8) complex calculated at
LDA, S12g, PBE-D2, BP86-D3, B3LYP, S12h optimized geometries, with four different DFAs

Single point calculations on different level of theory:

Geometry: SSBD B3LYP S12h MVS
Exp. Is is hs Is is hs Is is hs Is is hs

LDA hs. 316 161 0.0 267 142 00 411 214 0.0 421 208 0.0
S12g hs. 305 135 0.0 224 95 00 382 178 0.0 418 205 0.0
PBE-D2 hs. 315 141 0.0 205 99 00 411 190 0.0 438 208 0.0
BP86-D3 hs. 289 121 00 239 7.2 0.0 401 156 00 422 183 00
B3LYP hs. 328 146 0.0 248 9.0 00 402 172 0.0 446 215 0.0
S12h hs. 373 115 00 341 6.2 00 498 143 00 - - -

TABLE A16.a. Relative spin state energies (kcal-mol™) for [Fe'V(0)(Hsbuea)]™ (9) complex calculated
at LDA, S12g, PBE-D2, BP86-D3, B3LYP, S12h optimized geometries, with four different DFAS

Single point calculations on different level of theory:

Geometry: LDA S12g OPBE BP86-D3

Exp. Is iS hs s is hs s iS hs s iS hs
LDA h.s. 0.7 23 00 258 179 0.0 208 222 00 153 107 0.0
S12g h.s. 17 43 00 255 154 00 241 212 00 141 78 00
PBE-D2 h.s. 01 29 00 269 146 00 242 206 00 154 6.1 0.0
BP86-D3 h.s. 21 35 00 259 175 0.0 230 196 00 145 96 00
B3LYP h.s. 37 - 0.0 259 - 00 250 - 0.0 146 - 0.0
S12h h.s. 159 -27 00 275 102 00 357 184 00 172 16 0.0
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TABLE A16.b. Relative spin state energies (kcal-mol™) [Fe'V(O)(Hsbuea)]~ (9) complex calculated at

LDA, S12g, PBE-D2, BP86-D3, B3LYP, S12h optimized geometries, with four different DFAs

Single point calculations on different level of theory:

Geometry: SSBD B3LYP S12h MVS

Exp. s is hs s is hs s is hs Is is hs
LDA h.s. 29.2 185 00 323 201 00 426 258 00 364 276 0.0
S12g h.s. 308 181 0.0 280 162 0.0 401 231 0.0 411 272 00
PBE-D2 h.s. 314 167 00 305 151 0.0 419 216 0.0 394 264 00
BP86-D3 h.s. 313 198 00 283 178 0.0 411 248 0.0 417 291 0.0
B3LYP h.s. 30.7 - 00 276 - 0.0 400 - 0.0 406 - 0.0
S12h h.s. 299 131 0.0 266 9.8 00 383 170 00 364 216 0.0

TABLE A17.a. Relative spin state energies (kcal-mol™) for [Fe'V(O)(TMC)(NCCHs)]?* (10) complex
calculated at LDA, S12g, PBE-D2, BP86-D3, B3LYP, S12h optimized geometries, with four
different DFAs

Single point calculations on different level of theory:

Geometry: LDA S12¢g OPBE BP86-D3

Exp. Is is hs Is is hs Is is hs Is is hs
LDA h.s. -154 -239 00 39 54 00 62 -41 00 -72 -148 0.0
S12g h.s. -143 -225 00 54 44 00 75 -34 00 -41 -118 0.0
PBE-D2 h.s. -147 -240 00 54 44 00 75 -32 00 -40 -116 0.0
BP86-D3 h.s. -148 -234 00 56 41 00 79 -29 00 -38 -116 0.0
B3LYP h.s. -143 -221 00 53 45 00 78 -26 00 -40 -116 0.0
S12h h.s. -144 -224 00 48 43 00 69 -37 00 -45 -115 0.0

TABLE A17.b. Relative spin state energies (kcal-mol™) [Fe!V(O)(TMC)(NCCHa)]?* (10) complex
calculated at LDA, S12g, PBE-D2, BP86-D3, B3LYP, S12h optimized geometries, with four
different DFAs

Single point calculations on different level of theory:

Geometry: SSBD B3LYP S12h MVS

Exp. Is is hs Is is hs Is is hs Is is hs
LDA hs. 75 -29 00 235 -44 00 342 29 00 141 -06 00
S12g hs. 71 -39 00 256 -29 00 359 36 00 143 -02 00
PBE-D2 hs. 65 -48 00 257 -29 00 322 33 00 141 -19 00
BP86-D3 hs. 66 -38 00 258 -24 00 356 39 00 142 -07 00
B3LYP hs. 70 -39 00 257 -27 00 360 38 00 145 02 00
S12h hs. 60 -43 00 257 -25 00 358 39 00 139 00 00
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TABLE A18.a. Relative spin state energies (kcal-mol™) for [Fe'V(0)(TMC')(NCCHz3)]?* (11) complex
calculated at LDA, S12g, PBE-D2, BP86-D3, B3LYP, S12h optimized geometries, with four
different DFAs

Single point calculations on different level of theory:

Geometry: LDA S12g OPBE BP86-D3
Exp. Is iS hs Is iS hs Is IS hs Is iS hs

LDA hs. 85 00 253 96 00 65 105 00 59 82 00 163
S12g h.s. 92 00 200 97 00 69 112 00 41 79 00 152
PBE-D2 hs. 86 00 246 98 00 54 105 00 44 77 00 132
BP86-D3 hs. 85 00 254 94 00 50 108 00 54 77 00 131
B3LYP hs. 86 00 235 104 00 53 115 00 40 83 00 128
S12h h.s. 95 00 190 108 00 68 122 00 44 87 00 147

TABLE A18.b. Relative spin state energies (kcal-mol™) [Fe!V(O)(TMC')(NCCH3)]** (11) complex
calculated at LDA, S12g, PBE-D2, BP86-D3, B3LYP, S12h optimized geometries, with four
different DFAs

Single point calculations on different level of theory:

Geometry: SSBD B3LYP S12h MV'S

Exp. Is is hs Is is hs Is iS hs Is is hs
LDA h.s. 107 0.0 35 286 0.0 57 342 20 00 151 00 14
S12g h.s. 109 00 35 289 0.0 6.7 344 18 00 175 23 00

PBE-D2 h.s. 106 00 46 285 0.0 42 321 27 00 145 0.0 1.7
BP86-D3 h.s. 99 00 46 285 0.0 39 30 29 00 204 57 00
B3LYP h.s. 109 00 46 283 00 40 350 29 00 154 00 04
S12h h.s. 11.2 00 31 285 0.0 63 342 20 00 184 31 0.0

TABLE Al19.a. Relative spin state energies (kcal-mol™) for [Fe'V(O)(TMC)(NCS)]* (12) complex
calculated at LDA, S12g, PBE-D2, BP86-D3, B3LYP, S12h optimized geometries, with four
different DFAs

Single point calculations on different level of theory:

Geometry: LDA S12g OPBE BP86-D3
Exp. Is is hs Is is hs Is iS hs s iS hs

LDA hs. 80 00 217 93 00 29 1100 00 18 73 00 1238
S12g hs. 78 00 205 97 00 16 101 00 12 71 00 98
PBE-D2 hs. 78 00 211 97 00 15 100 00 05 74 00 98
BP86-D3 hs. 81 00 219 92 00 15 1102 00 12 74 00 103
B3LYP hs. 76 00 202 91 00 18 103 00 04 73 00 98
S12h hs. 74 00 207 89 00 16 103 00 18 75 00 99
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TABLE A19.b. Relative spin state energies (kcal-mol?) [Fe'V(O)(TMC)(NCS)]* (12) complex
calculated at LDA, S12g, PBE-D2, BP86-D3, B3LYP, S12h optimized geometries, with four
different DFAs

Single point calculations on different level of theory:

Geometry: SSBD B3LYP S12h MVS
Exp. Is IS hs Is IS hs Is IS hs Is IS hs

LDA h.s. 102 00 07 272 00 27 360 50 00 159 15 00
S12¢ h.s. 101 00 19 276 00 1.3 376 59 00 159 21 00
PBE-D2 h.s. 101 00 17 273 00 09 376 61 00 150 17 0.0
BP86-D3 h.s. 103 00 16 279 00 15 373 60 00 1106 0.7 00
B3LYP h.s. 103 00 19 280 00 1.3 377 60 00 167 20 00
S12h h.s. 102 0.0 20 284 0.0 11 382 65 00 168 19 0.0

TABLE A20.a. Relative spin state energies (kcal-mol™?) for [Fe'V(O)(TMC-Py)]** (13) complex
calculated at LDA, S12g, PBE-D2, BP86-D3, B3LYP, S12h optimized geometries, with four
different DFAs

Single point calculations on different level of theory:

Geometry: LDA S12g OPBE BP86-D3
Exp. Is is hs Is is hs s is hs Is is hs

LDA hs. 87 00 239 101 00 58 110 00 48 82 00 153
S12g hs. 89 00 227 96 00 44 108 00 43 81 00 125
PBE-D2 hs. 86 00 235 95 00 66 110 00 55 80 0.0 160
BP86-D3 hs. 88 00 249 96 00 43 111 00 38 78 00 1238
B3LYP hs. 87 00 229 101 00 48 117 00 38 84 0.0 126
S12h hs. 82 00 232 102 00 45 115 00 48 77 00 126

TABLE A20.b. Relative spin state energies (kcal-mol™) [Fe'V(O)(TMC-Py)]?* (13) complex calculated
at LDA, S12g, PBE-D2, BP86-D3, B3LYP, S12h optimized geometries, with four different DFAS

Single point calculations on different level of theory:

Geometry: SSBD B3LYP S12h MVS

Exp. Is is hs Is is hs s is hs Is is hs
LDA h.s. 107 00 36 281 00 51 316 00 -25 147 00 13
S12¢g h.s. 107 00 48 286 00 37 323 00 -3.7 149 00 0.7
PBE-D2 h.s. 106 00 47 286 00 67 300 00 -19 148 00 04
BP86-D3 h.s. 107 00 46 284 00 38 317 00 -34 90 00 19
B3LYP h.s. 113 00 49 287 00 37 323 00 -35 152 00 06
S12h h.s. 109 00 45 284 00 40 320 00 -33 153 00 038
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TABLE A2l.a. Relative spin state energies (kcal-mol?) for [Fe'V(O)(TMCS)]" (14) complex
calculated at LDA, S12g, PBE-D2, BP86-D3, B3LYP, S12h optimized geometries, with four

different DFAs

Single point calculations on different level of theory:

Geometry: LDA S12g OPBE BP86-D3

Exp. s iS hs Is IS hs Is iS hs Is iS hs
LDA hs. 82 00 192 92 00 05 108 01 00 74 00 104
S12g hs. 76 00 180 98 08 00 118 12 00 76 00 73
PBE-D2 hs. 83 00 187 102 06 00 116 16 00 72 00 76
BP86-D3 hs. 78 00 193 107 11 00 119 19 00 72 00 74
B3LYP hs. 75 00 177 98 08 00 128 23 00 72 00 72
S12h hs. 72 00 178 104 10 00 107 09 00 69 00 7.0

TABLE A21.b. Relative spin state energies (kcal-mol™) [FeV(O)(TMCS)]* (14) complex calculated
at LDA, S12g, PBE-D2, BP86-D3, B3LYP, S12h optimized geometries, with four different DFAS

Single point calculations on different level of theory:

Geometry: SSBD B3LYP S12h MVS

Exp. Is is hs Is is hs Is is hs Is is hs
LDA h.s. 124 22 00 251 00 03 366 75 00 192 49 0.0
S12g h.s. 111 10 00 284 24 00 394 94 00 204 54 00
PBE-D2 h.s. 112 11 00 283 24 00 393 94 00 194 52 00
BP86-D3 h.s. 101 13 00 289 30 00 398 100 0.0 189 46 0.0
B3LYP h.s. 112 13 00 279 24 00 389 95 00 200 56 0.0
S12h h.s. 118 13 00 278 25 00 385 94 00 203 54 00

TABLE A22.a. Relative spin state energies (kcal-mol?) for [Fe'V(O)(TMCSO2)]" (15) complex
calculated at LDA, S12g, PBE-D2, BP86-D3, B3LYP, S12h optimized geometries, with four

different DFAs

Single point calculations on different level of theory:

Geometry: LDA S12g OPBE BP86-D3
Exp. s iS hs Is is hs Is is hs Is is hs

LDA hs. 89 00 189 105 00 08 109 00 00 81 00 111
S12g hs. 90 00 179 111 07 00 121 11 00 85 00 78
PBE-D2 hs. 90 00 187 112 08 00 128 18 00 80 00 79
BP86-D3 hs. 90 00 186 104 05 00 125 11 00 80 00 78
B3LYP hs. 91 00 179 112 05 00 120 18 00 86 00 78
S12h hs. 88 00 180 116 06 00 123 05 00 88 00 7.7
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TABLE A22.b. Relative spin state energies (kcal-mol™?) [Fe'V(0)(TMCSO,)]* (15) complex calculated
at LDA, S12g, PBE-D2, BP86-D3, B3LYP, S12h optimized geometries, with four different DFAs

Single point calculations on different level of theory:

Geometry: SSBD B3LYP S12h MVS

Exp. Is is hs s is hs Is is hs Is is hs
LDA h.s. 129 18 00 286 00 17 387 67 00 189 3.7 00
S12g h.s. 122 10 00 293 04 00 402 78 00 204 42 00
PBE-D2 h.s. 126 10 00 297 09 00 406 83 00 197 45 0.0
BP86-D3 h.s. 111 10 00 294 04 00 401 76 00 118 38 00
B3LYP h.s. 127 09 00 290 03 00 400 77 00 200 00 44
S12h h.s. 125 09 00 290 04 00 398 77 00 204 42 0.0

TABLE A23.a. Relative spin state energies (kcal-mol ) for [Fe'V(O)(N4Py)]?* (16) complex calculated
at LDA, S12g, PBE-D2, BP86-D3, B3LYP, S12h optimized geometries, with four different DFAs

Single point calculations on different level of theory:

Geometry: LDA S12g OPBE BP86-D3
Exp. Is is hs Is is hs Is is hs Is is hs

LDA hs. 268 00 351 318 00 146 315 00 150 299 00 239
S12g hs. 266 00 371 302 00 138 328 00 146 281 0.0 231
PBE-D2 hs. 284 00 339 320 00 143 318 00 147 285 0.0 239
BP86-D3 hs. 280 00 342 302 00 143 314 00 149 281 00 238
B3LYP hs. 268 00 319 303 00 136 314 00 134 295 00 227
S12h hs. 265 00 362 312 00 131 31.2 00 139 292 0.0 222

TABLE A23.b. Relative spin state energies (kcal-mol™) [Fe'V(O)(N4Py)]?* (16) complex calculated at
LDA, S12g, PBE-D2, BP86-D3, B3LYP, S12h optimized geometries, with four different DFAs

Single point calculations on different level of theory:

Geometry: SSBD B3LYP S12h MV'S
Exp. Is iS hs Is is hs Is iS hs Is is hs

LDA h.s. 3.7 00 99 302 00 90 33 00 09 369 00 85
S12g h.s. 316 00 106 299 00 97 332 00 23 368 00 104
PBE-D2 h.s. 320 00 95 303 00 101 336 00 17 366 00 7.2
BP86-D3 h.s. 326 00 93 299 00 100 333 00 16 383 00 72
B3LYP h.s. 328 00 87 298 00 97 333 00 13 383 00 6.1
S12h h.s. 326 00 97 296 00 90 331 00 19 380 00 96
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TABLE A24.a. Relative spin state energies (kcal-mol™) for [Fe'V(O)(TMGstren)]?* (17) complex
calculated at LDA, S12g, PBE-D2, BP86-D3, B3LYP, S12h optimized geometries, with four

different DFAs

Single point calculations on different level of theory:

Geometry: LDA S12g OPBE BP86-D3
Exp. Is iS hs Is iS hs Is IS hs Is IS hs

LDA hs. 113 125 00 292 242 00 305 250 00 209 179 0.0
S12g hs. 118 136 00 272 223 00 315 249 00 180 165 0.0
PBE-D2 hs. 118 130 00 274 224 00 303 243 00 184 164 0.0
BP86-D3 hs. 117 131 00 271 223 00 296 241 00 181 16.6 0.0
B3LYP hs. 127 136 00 274 227 00 312 250 00 185 155 0.0
S12h hs. 126 142 00 275 225 00 322 249 00 187 170 0.0

TABLE A24.b. Relative spin state energies (kcal-mol?) [Fe'V(O)(TMGstren)]>* (17) complex
calculated at LDA, S12g, PBE-D2, BP86-D3, B3LYP, S12h optimized geometries, with four

different DFAs

Single point calculations on different level of theory:

Geometry: SSBD B3LYP S12h MVS

Exp. Is is hs s IS hs Is is hs Is is hs
LDA h.s. 315 252 00 341 271 00 440 333 00 436 339 00
S12g h.s. 305 247 00 312 255 0.0 425 322 00 441 316 00
PBE-D2 h.s. 304 247 00 314 254 0.0 425 324 00 440 343 00
BP86-D3 h.s. 306 249 00 311 251 0.0 424 323 00 435 340 00
B3LYP h.s. 305 250 00 307 248 00 419 320 00 382 -61 00
S12h h.s. 305 248 00 304 250 0.0 419 320 00 447 324 0.0

TABLE A25.a. Relative spin state energies (kcal-mol™?) for [Fe'V(O)(tpa”]~ (18) complex calculated
at LDA, S12g, PBE-D2, BP86-D3, B3LYP, S12h optimized geometries, with four different DFAs

Single point calculations on different level of theory:

Geometry: LDA S12g OPBE BP86-D3

Exp. Is is hs Is iS hs Is iS hs Is iS hs
LDA hs. 69 144 00 212 252 00 260 283 00 131 202 00
S12g hs. 75 154 00 209 248 00 256 279 00 131 206 00
PBE-D2 hs. 67 145 00 205 247 00 252 276 00 124 199 00
BP86-D3 hs. 66 139 00 204 242 00 239 264 00 124 194 00
B3LYP hs. 79 152 00 214 247 00 246 277 00 153 198 00
S12h hs. 76 159 00 212 246 00 263 286 00 131 201 0.0
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TABLE A25.b. Relative spin state energies (kcal-mol™) [Fe'V(O)(tpa®™] (18) complex calculated at
LDA, S12g, PBE-D2, BP86-D3, B3LYP, S12h optimized geometries, with four different DFAs

Single point calculations on different level of theory:

Geometry: SSBD B3LYP S12h MVS

Exp. Is is hs Is is hs Is is hs Is is hs
LDA h.s. 245 289 00 245 581 00 348 711 00 380 380 0.0
S12g h.s. 249 290 00 263 595 00 346 704 00 382 378 0.0
PBE-D2 h.s. 244 286 00 238 575 00 343 699 00 381 376 0.0
BP86-D3 h.s. 242 282 00 238 569 00 343 693 00 376 374 0.0
B3LYP h.s. 245 287 00 255 576 00 345 701 00 384 380 00
S12h h.s. 247 292 00 241 579 00 348 702 00 388 383 0.0
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6.3. Energy decomposition analysis of iron-oxo and iron-hydroxo complexes

(unpublished results)

6.3.1. Geometrical parameters of all investigated complexes

TABLE A26 Metal-Ligand distances (A) for [(NHz)sFe"(OH)(NHs)]™ model system

(ZORA/S12g/TZ2P)
Iron Ox. State +2 +3 +4
Spin state LS IS HS LS IS HS LS IS HS
Fe-O 176 175 1.77 165 165 174 157 160 1.64
Fe-Neq (average) 206 218 2.36 204 216 221 1.99 203 207
Fe-Nax 210 218 227 216 214 230 223 212 209
TABLE A27. Metal-Ligand distances (A) for [(NHs)sFe"(OH)(NCH)]™ model system
(ZORA/S129/TZ2P)
Iron Ox. State +2 +3 +4
Spin state LS IS HS LS IS HS LS IS HS
Fe-O 173 174 176 164 165 171 155 159 163
Fe-Neq (average) 205 214 233 208 214 212 198 202 206
Fe-Nax 174 187 1.98 183 208 3.62 226 2.09 2.06
TABLE A28. Metal-Ligand distances (A) for [(NHs)sFe"(OH)(NCH)]™ model system
(ZORA/S129/TZ2P)
Iron Ox. State +2 +3 +4
Spin state LS IS HS LS IS HS LS IS HS
Fe-O 185 181 1.78 1.74 164 173 162 163 1.62
Fe-Neq (average) 205 225 233 205 225 221 203 203 217
Fe-Nax 180 183 3.80 197 214 340 229 216 211
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TABLE A29. Metal-Ligand distances (A) for [(NHs)sFe"(O)(NHs)]™ model system

(ZORA/S129/TZ2P)
Iron Ox. State +2 +3
Spin state LS IS HS LS IS HS
Fe-O 1.83 1.80 1.78 1.72 1.72 1.69
Fe-Neq (average) 2.02 2.07 2.00 2.04 1.97 1.95
Fe-Nax 2.14 2.04 2.09 2.01 2.00 2.08
TABLE A30. Metal-Ligand distances (A) for [(NHs)sFe"(O)(NCH)]™ model system
(ZORA/S12g/TZ2P)
Iron Ox. State +2 +3
Spin state LS IS HS LS IS HS
Fe-O 1.82 1.79 1.77 1.71 1.70 1.68
Fe-Neq (average) 2.10 2.06 1.99 2.04 1.97 1.94
Fe-Nax 2.33 1.96 1.96 1.93 1.97 2.02
TABLE A31. Metal-Ligand distances (A) for [(NHs)4Fe"(O)(NCH)]™ model system
(ZORA/S129/TZ2P)
Iron Ox. State +2 +3
Spin state LS IS HS LS IS HS
Fe-O 1.82 181 181 1.72 1.72 1.73
Fe-Neq (average) 2.61 2.01 1.96 1.99 1.99 1.99
Fe-Nax 2.17 2.17 2.03 2.14 2.01 2.00
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6.3.2. Energy Decomposition Analysis component values relative to ground spin
state (kcal mol1) of every specific complex

TABLE A32. EDA contributions for [(NHs)sFe'(O)(NHs)]° model system (ZORA/S12g/TZ2P)

Spin state LS LS-HS IS IS-HS HS
E -2113.04 9.72 -2111.76 11.00 -2122.76
AEprep 102.30 73.85 100.07 71.62 28.45
AEdeform 0.50 0.49 0.03 0.02 0.01
AElig-lig 22.22 9.65 14.52 1.95 12.57
AEvalexc 79.58 63.66 85.52 69.60 15.92
AEint -130.50 -64.77 -126.03 -60.30 -65.73
AEpauli 258.52 105.30 186.98 33.76 153.22
AEelstat -233.02 -97.46 -187.15 -51.59 -135.56
AEorbint -156.00 -72.61 -125.86 -42.47 -83.39
AEdisp -5.39 0.65 -6.35 -0.31 -6.04
AEtotal -28.20 9.08 -25.96 11.32 -37.28

TABLE A33. EDA contributions for [(NHs)sFe''(O)(NH3)]™ model system (ZORA/S129/TZ2P)

Spin state LS LS-1S IS HS-IS HS
E -2020.39 17.62 -2038.01 5.31 -2032.70
AEprep 125.38 83.24 42.14 -18.23 23.91
AEdeform 0.01 -0.03 0.04 -0.01 0.03
AElig-lig 21.88 5.20 16.68 -3.11 13.57
AEvalexc 103.49 78.07 25.42 -15.11 10.31
AEint -259.69 -66.05 -193.64 23.71 -169.93
AEpauli 280.16 122.53 157.63 -5.01 152.62
AEelstat -260.92 -49.37 -211.55 12.94 -198.61
AEorbint -278.93 -139.21 -139.72 15.78 -123.94
AEdisp -5.82 0.46 -6.28 -0.19 -6.47
AEtotal -134.31 17.19 -151.50 5.48 -146.02
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TABLE A34. EDA contributions for [(NH3)sFe'(0)(NHs)]*2 model system (ZORA/S12g/TZ2P)

Spin state LS LS-HS IS IS-HS HS
E -1766.24 30.52 -1779.27 17.49 -1796.76
AEprep 68.91 43.56 44.39 19.04 25.35
AEdeform 0.17 0.02 0.19 0.04 0.15
AElig-lig 25.71 7.62 22.77 4.68 18.09
AEvalexc 43.03 35.92 21.43 14.32 7.11
AEint -383.67 -13.42 -372.06 -1.81 -370.25
AEpauli 238.25 53.88 199.88 15.51 184.37
AEelstat -302.70 -15.45 -286.33 0.92 -287.25
AEorbint -319.22 -51.85 -285.61 -18.24 -267.37
AEdisp -5.72 0.30 -5.78 0.24 -6.02
AEtotal -314.76 30.14 -327.67 17.23 -344.90

TABLE A35. EDA contributions for [(NHs)sFe!'(O)(NCH)]° model system (ZORA/S12g/TZ2P)

Spin state LS LS-HS IS IS-HS HS
E -2142.08 3.73 -2142.79 3.02 -2145.81
AEprep 109.87 84.06 99.67 73.86 25.81
AEdeform 13.49 13.06 1.35 0.92 0.43
AElig-lig 19.62 8.62 13.44 2.44 11.00
AEvalexc 76.76 62.38 84.88 70.50 14.38
AEint -162.10 -81.11 -151.91 -70.92 -80.99
AEpauli 374.67 152.10 258.23 35.66 222.57
AEelstat -281.56 -115.61 -220.66 -54.71 -165.95
AEorbint -255.21 -117.60 -189.48 -51.87 -137.61
AEdisp -4.56 0.76 -5.29 0.03 -5.32
AEtotal -52.23 2.95 -52.24 2.94 -55.18
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TABLE A36. EDA contributions for [(NH3z)sFe''(O)(NCH)]** model system (ZORA/S12g/TZ2P)

Spin state LS LS-IS IS HS-IS HS
E -2035.01 7.11 -2042.12 3.86 -2038.26
AEprep 122.54 84.73 37.81 -24.65 13.16
AEdeform 0.10 0.00 0.10 -0.05 0.05
AElig-lig 19.11 6.14 12.97 -8.22 4.75
AEvalexc 103.34 78.59 24.75 -16.39 8.36
AEint -266.63 -78.09 -188.54 28.06 -160.48
AEpauli 320.40 157.94 162.46 1.14 163.60
AEelstat -269.57 -60.69 -208.88 4.84 -204.04
AEorbint -317.46 -175.34 -142.12 22.08 -120.04
AEdisp -4.88 0.44 -5.32 0.44 -4.88
AEtotal -144.09 6.64 -150.73 3.41 -147.32

TABLE A37. EDA contributions for [(NH3)sFe'V(O)(NCH)]*? model system (ZORA/S12g/TZ2P)

Spin state LS LS-HS IS IS-HS HS
E -1775.58 25.91 -1784.21 17.28 -1801.49
AEprep 63.71 43.63 38.84 18.76 20.08
AEdeform 0.37 -0.01 0.37 -0.01 0.38
AElig-lig 18.06 4.96 17.41 4.31 13.10
AEvalexc 45.28 38.68 21.06 14.46 6.60
AEint -383.12 -18.24 -366.55 -1.67 -364.88
AEpauli 230.97 46.73 201.55 17.31 184.24
AEelstat -300.76 -19.00 -282.65 -0.89 -281.76
AEorbint -313.33 -45.97 -285.45 -18.09 -267.36
AEdisp -4.56 0.45 -4.76 0.25 -5.01
AEtotal -319.41 25.39 -327.71 17.09 -344.80
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TABLE A38. EDA contributions for [(NH3)sFe"(O)(NCH)]° model system (ZORA/S129/TZ2P)

Spin state LS IS-LS IS HS-LS HS
E

AEprep -2587.29 1.83 -2586.77 1.31 -2585.46
AEdeform 162.71 -135.37 112.77 -85.43 27.34
AElig-lig 2.09 -2.14 0.20 -0.25 -0.05
AEvalexc 33.34 -22.43 22.31 -11.40 10.91
AEint 127.28 -110.80 90.26 -73.78 16.48
AEpauli -206.48 138.31 -154.00 85.83 -68.17
AEelstat 347.58 -189.38 260.90 -102.70 158.20
AEorbint -290.98 153.85 -224.90 87.77 -137.13
AEdisp -5.32 -1.13 -7.22 0.77 -6.45
AEtotal -43.77 2.94 -41.23 0.40 -40.83

TABLE A39. EDA contributions for [(NH3)sFe''(O)(NCH)]** model system (ZORA/S12g/TZ2P)

Spin state LS LS-IS B HS-1S HS
E -2493.43 15.43 -2508.86 1.77 -2507.09
AEprep 135.09 91.77 43.32 -19.26 24.06
AEdeform 0.29 0.25 0.04 -0.04 0.00
AElig-lig 31.34 12.62 18.72 -3.95 14.77
AEvalexc 103.48 78.92 24.56 -15.26 9.30
AEint -284.24 -78.30 -205.94 20.61 -185.33
AEpauli 230.54 99.74 130.80 24.09 154.89
AEelstat -274.37 -72.58 -201.79 -5.01 -206.80
AEorbint -240.41 -105.46 -134.95 1.53 -133.42
AEdisp -5.32 1.95 -7.27 0.43 -6.84
AEtotal -149.15 13.47 -162.62 1.35 -161.27
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TABLE A40. EDA contributions for [(NHs)sFe'V(O)(NCH)]*? model system (ZORA/S12g/TZ2P)

Spin state LS LS-IS IS HS-IS HS
E -2248.91 36.75 -2285.66 2.30 -2283.36
AEprep 122.78 32.06 90.72 -61.78 28.94
AEdeform 0.17 0.03 0.14 0.06 0.20
AElig-lig 29.36 -1.26 30.62 -8.31 22.31
AEvalexc 93.25 33.29 59.96 -53.53 6.43
AEint -460.73 5.81 -466.54 65.92 -400.62
AEpauli 194.66 -1.66 196.32 -46.50 149.82
AEelstat -312.04 0.47 -312.51 33.83 -278.68
AEorbint -343.35 7.00 -350.35 78.59 -271.76
AEdisp -6.35 -1.12 -5.23 -1.88 -7.11
AEtotal -337.95 37.87 -375.82 4.14 -371.68

TABLE A41. EDA contributions for [(NH3)sFe''(OH)(NH3)]*? model system (ZORA/S12g/TZ2P)

Spin state LS LS-HS IS IS-HS HS
E -1880.26 30.35 -1903.21 7.40 -1910.61
AEprep 124.82 96.58 70.27 42.03 28.24
AEdeform 0.08 0.03 0.05 0.00 0.05
AElig-lig 24.78 10.25 18.15 3.62 1453
AEvalexc 99.96 86.30 52.07 38.41 13.66
AEint -373.28 -66.74 -341.38 -34.84 -306.54
AEpauli 229.32 67.37 186.50 24.55 161.95
AEelstat -287.05 -31.87 -278.55 -23.37 -255.18
AEorbint -315.55 -102.24 -249.33 -36.02 -213.31
AEdisp -5.92 0.51 -6.29 0.14 -6.43
AEtotal -246.48 31.82 -271.11 7.19 -278.30
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TABLE A42. EDA contributions for [(NH3)sFe'Y(OH)(NHs)]*® model system (ZORA/S12g/TZ2P)

Spin state LS LS-HS IS IS-HS HS
E -1477.04 34.38 -1495.61 15.81 -1511.42
AEprep 450.36 221.41 298.32 69.37 228.95
AEdeform 0.44 0.02 0.44 0.02 0.42
AElig-lig 31.73 11.19 27.22 6.68 20.54
AEvalexc 418.19 210.20 270.66 62.67 207.99
AEint -763.74 -187.62 -629.85 -53.73 -576.12
AEpauli 227.81 23.36 230.01 25.56 204.45
AEelstat -340.70 -5.69 -339.60 -4.59 -335.01
AEorbint -650.85 -205.29 -520.26 -74.70 -445.56
AEdisp -5.60 0.42 -5.61 0.41 -6.02
AEtotal -313.38 33.79 -331.53 15.64 -347.17

TABLE A43. EDA contributions for [(NH3)sFe''(OH)(NCH)]*2 model system (ZORA/S12g/TZ2P)

Spin state LS LS-HS B IS-HS HS
E -1888.09 26.24 -1908.68 5.65 -1914.33
AEprep 119.79 96.45 65.78 42.44 23.34
AEdeform 0.22 0.08 0.20 0.06 0.14
AElig-lig 20.39 -2.95 14.14 -9.20 23.34
AEvalexc 99.18 86.41 51.44 38.67 12.77
AEint -372.33 -70.45 -338.77 -36.89 -301.88
AEpauli 245.64 79.76 194.71 28.83 165.88
AEelstat -287.96 -32.36 -276.11 -20.51 -255.60
AEorbint -330.01 -117.85 -257.37 -45.21 -212.16
AEdisp -4.94 0.49 -5.29 0.14 -5.43
AEtotal -252.54 26.00 -272.99 555 -278.54

162



TABLE A44. EDA contributions for [(NHs)sFe'V(OH)(NCH)]*® model system (ZORA/S12g/TZ2P)

Spin state LS LS-HS IS IS-HS HS
E -1483.57 31.79 -1495.68 19.68 -1515.36
AEprep 445.15 220.28 293.11 68.24 224.87
AEdeform 0.90 0.15 0.90 0.15 0.75
AElig-lig 25.89 10.41 22.32 6.84 15.48
AEvalexc 418.36 209.72 269.89 61.25 208.64
AEint -759.78 -189.30 -619.09 -48.61 -570.48
AEpauli 241.30 31.84 230.57 21.11 209.46
AEelstat -345.13 -14.34 -338.18 -7.39 -330.79
AEorbint -655.95 -206.80 -511.48 -62.33 -449.15
AEdisp -4.59 0.63 -4.82 0.40 -5.22
AEtotal -314.63 30.98 -325.98 19.63 -345.61

TABLE A45. EDA contributions for [(NH3)sFe!"'(OH)(NCH)]*2 model system (ZORA/S12g/TZ2P)

Spin state LS LS-HS IS IS-HS HS
E -2393.15 4.83 -2389.21 8.77 -2397.98
AEprep 128.92 95.52 74.26 40.86 33.40
AEdeform 0.08 -0.39 0.13 -0.34 0.47
AElig-lig 31.27 10.27 21.92 0.92 21.00
AEvalexc 97.57 85.64 52.21 40.28 11.93
AEint -433.53 -92.31 -373.46 -32.24 -341.22
AEpauli 216.43 63.28 171.69 18.54 153.15
AEelstat -304.68 -43.35 -276.83 -15.50 -261.33
AEorbint -345.28 -112.24 -268.32 -35.28 -233.04
AEdisp -5.59 1.57 -7.23 -0.07 -7.16
AEtotal -304.61 3.21 -299.20 8.62 -307.82
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TABLE A46. EDA contributions for [(NHs)sFe'V(OH)(NCH)]*® model system (ZORA/S12g/TZ2P)

Spin state LS LS-I1S IS HS-1S HS
E -2010.83 14.91 -2025.74 10.69 -2015.05
AEprep 444.36 139.03 305.33 -70.81 234.52
AEdeform 0.44 0.10 0.34 0.13 0.47
AElig-lig 34.38 0.99 33.39 -8.43 24.96
AEvalexc 409.54 137.94 271.60 -62.51 209.09
AEint -833.90 -124.44 -709.46 82.91 -626.55
AEpauli 240.84 20.62 220.22 -43.49 176.73
AEelstat -369.71 -10.92 -358.79 25.36 -333.43
AEorbint -705.03 -134.14 -570.89 101.04 -469.85
AEdisp -5.43 0.05 -5.48 -1.69 -1.17
AEtotal -389.54 14.59 -404.13 12.10 -392.03
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"Teopuja pyHKIMOHAJIA TYCTHHE Y IPOYYAaBAKBY €JIEKTPOHCKHX CTalkba AKBA- U OKCO-
KOMILJIEKCA NPBe cepuje mpejia3Hux MeraJa'.

"Density functional theory for studying electronic states of aqua- and oxo- first row transition
metal complexes™.

KOja je MOje ayTOPCKO JeJo.

JlucepTanujy ca CBUM IPUIIO3UMAa ITPEIA0 CaM y eJIEKTPOHCKOM (OpMaTy MOTOHOM 32 TPajHO
apxuBHpame. Mojy JOKTOPCKY IHCEpPTalHdjy TMoXpambeHy y JIMTHTAJIHOM Peno3uToOpujymy
YHuBep3urtera y Beorpaay u 10CTyIHY y OTBOPEHOM ITPUCTYITY MOT'Y Jia KOPUCTE CBU KOjH MOIITY]Y
onpende caapkane y ogabpanom Tuny ymieHne Kpearusne 3ajeaauniie (Creative Commons) 3a Kojy
caMm ce OJITy4uo/Ja.

1. Ayropcteo (CC BY)
2. AytopctBo — Hekomepimjaiaao (CC BY-NC)
@yTopCTBo — HexkoMepuujanHo — 6e3 npepana (CC BY-NC-ND)
4. AyTopcTBO — HEKOMepIHjaaHO — AeauTh o uctuM yemosuma (CC BY-NC-SA)
5. AytopctBo — 6e3 nipepana (CC BY-ND)
6. AyropctBo — aenutu noj uctum yciosuma (CC BY-SA)
(Monumo 1a 3a0KpYKHTE CaMo jeTHY O] IECT MOHYl)eHHUX JIUIEHIIH.

Kparak onuc nuieHIM je cacTaBHH JIE0 OBE U3jaBe).

IMoTrnuc ayropa

VY beorpany,

XX XX XXXX.

187



1. AyropcrBo. /l03BojbaBaTe YMHOXKABAKE, AUCTPUOYIM]Y U jaBHO CAOIIIITABAE JIeja, U Ipepaje,
aKo ce HaBele MMe ayTopa Ha HauyuH ojpeljeH o cTpaHe ayTopa WIM JaBaolla JUICHIE, YaK U y
koMmepuujanHe cBpxe. OBO je HajcI000IHH]ja O CBUX JIUIICHIIH.

2. AyTopcTBO — HekoMmepuujajiHo. Jlo3Bo/baBaTe yMHOXKaBame, IUCTPUOYIIHU]Y M JaBHO
caominuTaBame Jejia, ¥ pepaje, ako ce HaBeJe MMe ayTopa Ha Ha4YMH oJipel)eH oJ] cTpaHe ayTopa Wil
nasaolia jauienie. OBa JIMIEHIIa He 103B0JbaBa KOMEPIHMjaliHy yrnoTpely aena.

3. AyTOpCcTBO — HEKOMepIHjajHo — 0e3 mpepajaa. /[03BoJbaBaTe YMHOXKaBamke, TUCTPUOYIH]Y U
JaBHO caomINTaBame Jena, 6e3 mpoMeHa, MPeoOIMKOBaka WM YIOTpeOe JIesia y CBOM JIeNy, aKo ce
HaBeJle MMe ayTopa Ha HauuH ojapeheH on crpaHe ayTopa wiu naBaona juireHne. OBa JUICHIA He
JI03BOJbaBa KOMEPLIMjaIHy yIoTpedy fena. Y OJHOCY Ha CBE OCTaJie JHUIICHIIE, OBOM JIMIICHIIOM Ce
orpannyasa Hajsehu o6uM npaBa Kopuinhema aena.

4. AyTOpCTBO — HEKOMEPLMjaJIHO — JeJIUTH MO UCTUM YycJI0BUMA. J[03BOJbaBaTe yMHOXKABAME,
TUCTPUOYITH]Y U JaBHO CAOIIIITaBakE Jelia, U Mpepajie, ako ce HaBeJe MMe ayTopa Ha HauuH ofpeheH
O]l CTpaHe ayTopa WJIM JaBaolla JUIEHIIE U aKo ce Mpepaja AUCTPUOyUpa Mo UCTOM HIIM CITUYHOM
muneHnoM. OBa JIMIeHIa He T03BOJbaBa KOMEpIUjaIHy yIoTpedy Jea u mpepaja.

5. AyropcTBo — 0e3 mpepajga. /[o3BospaBaTe YMHOXKaBawbe, JUCTPUOYIIM]Y U JaBHO CAOMIITABAE
nena, 0e3 mpoMeHa, MpeoOINKoBamka UK yIoTpede /1ena y CBOM ey, aKO Ce HaBeJe UME ayTopa Ha
HauuH ozpeheH oJ cTpaHe ayTopa Wid JaBaoua juneHue. OBa JMeHIa 103B0JbaBa KOMEPLH]jaTHY
ynotpely nena.

6. AyTOpCTBO — 1eJINTH MO HCTUM YcJ0BUMA. J[03BOJbaBaTEe yMHOKABAE, JUCTPUOYITU]Y U jABHO
CaolITaBame JeNia, U pepajie, ako ce HaBe/Ie UME ayTopa Ha HauuH ojjpel)eH o1 CTpaHe ayTopa Uin
JlaBaoIla JIMIIESHIIE U aKO C€ Tpepajia TUCTPpUOyHpa oI KCTOM MM CITMYHOM JintieHIoM. OBa JIUIICHIIa
J103BOJbaBa KOMEPLIUjaTHy ynoTpeOy nena u npepaaa. CiinyHa je CoOPTBEPCKUM JIMIIEHIIaMa, OJTHOCHO
JTUIEHIIaMa OTBOPEHOT KOJIa.
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