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3AXBAJHALIA

Hajsehy 3axBanHOCT 3a ycrnemiaH 3aBpllIeTaK OBe AKMCepTalfje IyryjeM CBOM MEHTOpY,
npod. 1p Munomy Cranuhy, Koju Me je yBEO y CBET HAyYHO MCTPaKMBAUKOI paja H
KpO3 era BOAMO Ha MpaBH HauuH. HemsmepHo cam My 3axBajlaH Ha IOJPIIIH,
CTPILUbEHY U TOocBeheHOCTH TOKOM UCTpaKMBama 3a CBAKOJIHEBHE JHCKYCH]E.
3axBasbyjem ce npod. np 3opany Kamenany Ha CIpeMHOCTH 3a 3ajeIHUUKY Capajmby U
cyrectrdjama Koje MM je HeOpojeHO myTa MPYKHO TOKOM OBOT HUCTpakuBama. [loceOHy
3axBayHOCT nyryjeM npod. np Hymany IlpomanoBuhy Ha moapmimy y HpeTXOJHOM
nepuoy, MaKJbUBOM HCUUTABAKY JAUCEPTAIMje M MPEAIo3uMa 32 HEHO MOO0JbIIAE.
XBana U ocranuMm wiaHoBuMa KoMmucuje 4uju KOMEHTapH Cy MU MOMOTJIH y MUCAby

JcepTanyje.

XKeneo Oux nma ce 3axBaJMM CBHUM Kojerama ca MHCTUTyTa 3a XHIPOTEXHUKY Ha
MO3UTUBHOM DaTHOM OKpYXKEHmY. 3aJ0BOJBCTBO je OHWTH /€0 TaKBOI KOJIGKTHBA.
[Toce6HO OuX ce 3axBanno Amu U JbribH Koje Cy Me XpaOpuiie y TpeHyIIuMa Kaja MH je
noHecrajaio morusanuje. Jlamjany u byau ce 3axBasbyjeM Ha KOPUCHHM JUCKyCHjama

U moMohH y periaBamby NpakTUYHUX MTpodiiema.
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nopoauuu M npujatessuMa. Majuu CHexxaHu ce 3axBajbyjeM Ha Oe3rpaHHuvHo]
pPOIUTEILCKO] JbYOABH KOJy MU je mpyxuia. TujaHu caM 3axBajlaH Ha €MOTHBHO]
HOJPIIIY U Pa3yMeBamy KOje€ je nMaia TOKOM IHCama OBE AUCEPTallyje, Kaia )KUBOT ca

MHOM HHje OHO jeTHOCTaBaH.
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DECISION SUPPORT ALGORITHMS FOR SECTORIZATION OF WATER
DISTRIBUTION NETWORKS

Abstract

Many water utilities, especially ones in developing countries, continue to operate low
efficient water distribution networks (WDNs) and are consequently faced with
significant amount of water (e.g. leakage) and revenue losses (i.e. non-revenue water —
NRW). First step in reducing the NRW is assessment of water balance in WDN aimed
to establish the baseline level of water losses. Then, water utilities can plan NRW
reduction activities according to this baseline. Sectorization of WDN into District
Metered Areas (DMAS) is the most cost-effective strategy used for active leakage (i.e.
water loss) control, achieved by monitoring the flow data on DMAs’ boundaries.
Sectorization of WDN has to be designed carefully, as required network interventions

can endanger network’s water supply and pressure distribution.

In this thesis new methods and algorithms, aimed to support making more effective and
objective decisions regarding the WDN sectorization procedure, are presented, tested
and validated. Presented methods and algorithms are part of proposed decision support
methodology compensating for disadvantages in available methods, valuable to
practicing engineers commencing implementation of sectorization strategy in WDN.

Main sectorization objective adopted in methodology presented in this thesis is to
design layout of DMAs that will allow efficient tracking of water balance in the
network. Least investment for field implementation and maintaining the same level of
WDN’s operational efficiency are adopted as main design criteria. New sectorization
algorithm, named DeNSE (Distribution Network SEctorization), is developed and
presented, adopting above-named objective and design criteria. DeNSE algorithm
utilizes newly developed uniformity index which drives the sectorization process and
identifies clusters. New engineering heuristic is developed and used for placing the
flow-meters and isolation valves on clusters’ boundary edges, making them DMAs.
Post-sectorization operational efficiency of WDN is evaluated using adopted
performance indicators (PIs). Top-down approach to hierarchical sectorization of WDN,

particulary convenient for water utilities constrained with limited funding and



insufficient reliable input data, is also implemented in DeNSE algorithm. New method
for hydraulic simulation, named TRIBAL-AQ is developed to address the issue of low
computational efficiency, recognized in available sectorization methodologies
employing optimization. TRIBAL-AQ is a loop-flow based method which combines
the novel TRlangulation Based ALgorithm (TRIBAL) for loop identification with

efficient implementation of the loop-flow hydraulic solver (AQ).

TRIBAL-AQ method is tested on various networks of different complexities and

topologies. This thesis reports only results of testing on literature benchmark networks,

used to validate methods’ performance. TRIBAL-AQ method based hydraulic solver is
compared to the node based solver implemented in EPANET, most prominent software
for hydraulic calculation of WDN. New TRIBAL-AQ solver showed significant

dominance in computational efficiency, with stable numerical performance and same

level of prediction accuracy.

DeNSE algorithm is benchmarked against other available sectorization methodologies
on real-sized WDN. Obtained results demonstrate the ability of DeNSE algorithm to
identify good set of feasible solutions, without worsening operational status of the
WDN compared to its baseline condition. Reported computational efficiency of the
algorithm is one of its strong points, as it allows generation of feasible solutions for
large WDN in reasonable time. In this field, algorithm particularly outperforms methods

employing multi-objective optimization (e.g. minutes compared to hours).

Key words: Sectorization, water distribution network, hydraulic simulation, district

meter areas, WDN, DeNSE, TRIBAL-AQ, DMA, loop-flow
Scientific field: Civil Engineering
Scientific subfields: Hydroinformatics, Fluid Mechanics and Hydraulics

UDC: 624:532(043.3)



AJI'OPUTMU 3A TIOAPLIKY OMIYUUBAKBY 1IPU CEKTOPU3ALININ MPEXA
oA MPUTUCKOM

Caxerak

Komynanna npexyseha koja ympaBibajy BOJOBOJHUM CHCTEMHMA, HapOuyuTa OHA Y
3eMJbaMa y pasBoOjy, CyoueHa Cy ca mpoOjeMuma J0Tpajajiec W JIOIIE OJApIKaBaHE
JTUCTPUOYTHBHE MPJKE KOjHU 3a MOCIICINIY UMa]y 3HaYajHe KOJIMYHMHE BOJIEC KOja ce ryou
y nuctpuOymuju. [IpBH KOpak Ka cMamemy ryOHTaka y BOJOBOJHOM CHCTEMY je
IpoIleHa BOJHOT OMJIaHCa y TUCTPUOYTHBHO] MPEXKH KaKO OM ce€ yTBPAWIO TMOYETHO
CTame CUCTEMA, a 3aTUM M IPUCTYIIIIO TUIAHUPAhY U MPEeay3uMamky Mepa 32 CMambEeHhe
ryouTtaka Kako OM ce TO crame mnompaBuiio. HajucruiatuBuja, u ommre npuxsaheHa,
cTparervja 3a OCTBapHBAIE OBOT IMJbA j€ IMOJeNa JTUCTPHOYTHBHE MpEXKE, OIHOCHO
ICHA CEKTOpH3alja, Ha T3B. OCHOBHE 30He Omnancupama (O3B). O3b ce y mpexu
YCIIOCTaBJbajy jaCHUM Je(UHUCAmEM HBHXOBUX T'PaHMIA, Ha KOjUMAa CE€ WHCTAIHUPAjy
M30JIAlIMOHY 3aTBapadyn U Mepadn rnpotoka. M36op O3b Huje jeaqHo3HaYaH, ¥ MPUIUKOM
IBbUXOBOT JIe(HHUCAa MOpa C€ BOJUTH pavyyHa O IUIAHUPAaHUM HWHTEPBEHIHUjamMa Y
MpEXH KOje MOTy MMaTh HEraTHBaH YTHIA] Ha BOJOCHA0IEBame IMOTpOIIAYa H

pacrnopes MpUTHCcaKa y MpexH.

VY 0BOj AucepaTanyjy cy NpUKa3aHe U TECTUPaHE HOBE METOJE M aJITOPUTMHU HaMEHEHU
3a MOJPIIKY OJUTy4HBay MPUJINKOM CEKTOpU3allfje BOJOBOJHE AUCTPUOYTHUBHE MpEkKe
Ha O3b. Ilpe3eHTOBaHE MeTOJe M aNrOpUTMH HajoMelnhyjy HegocTaTke moctojehnx
METO/la U MOTy OMTH OJf KOPHUCTH HHXXEHEepUMa KOjU ce Yy Mpakch OaBe 3aJaTKOM

CEKTOpHU3alMje TUCTPUOYTUBHUX MpexKa.

OCHOBHU 1HJb METOJOJIOTH]E€ 3a CEKTOpPH3allh]y TMpHKa3aHE y OBO] JAMCEpPTALUjH je
nedunucame pacnopena O3b koju he omoryhutu epukacuo npahewme BogHOT OMUlaHca
y JIUcTpuOyTHBHO] Mpexu. OCHOBHM KpPUTEPHjyMH 3a BpeAHOBambEe U U300p
ONTUMAJIHOT pellieha Cy MUHUMAJIHA ylarama Y HEONXO0/IHE UHTEPBEHIN]e Y MPEXH U
OUyBamke MOY3JAaHOCTH CHUCTeMa. Y IUCEepTalWju je TpHKa3aH HOBU AITOpPHTaM 3a
cektopu3anujy BomoBoaHe Mpexe, HazBaH DeNSE (Distribution Network
SEctorization), 3acHOBaH Ha MPETXOIHO HABEACHOM OCHOBHOM IIMJbY Y KPUTEPH]jyMUMA.

Cekropuzanmja npumeHoM DeNSE anroputrma je 0Gasupana Ha ynoTpeOHM HOBOT



UH/eKca YHH(OPMHOCTH Mpexe, Koju omoryhaBa uIeHTH(HKANM]y 30HA y MPEXKH
yjenHauyeHuX mnpema norpommu. 3a nepunucambe O3B, Ha rpaHHile NPETXOIHO
UICHTH(UKOBAHUX 30HA IMOTPEOHO je IMOCTAaBHTH Mepadye MNpPOTOKa W HM30JALUOHE
3aTBapade. 3a oBe morpede pas3BHjeHA je M IpUKa3aHa METOMJIOTHja 3aCHOBHA Ha
NPAaKTUYHUM HHXEHEPCKUM MPUHIUIUMA. 32 MPOLEHY MOY3/1aHOCTH CUCTeMa HAKOH
cekropu3aluje KopumheHu cy ycojenu nnankaropu neppopmancu (PIs — Performance
Indicators). IlpemBuljena je u MoOryhHOCT 3a XHjEepapXHjCKy CEKTOPH3ALHUjy
JUCTpUOYTHBHE MpeXe, HapouMTO TMpHBIayHa 3a KOMyHanmHa mnpeayseha koja
pacronia)xy orpaHuYeHMM (UHAHCHjCKUM CpEJICTBUMAa M HMMajy moTpely Aa mpoliec
CEKTOpHU3aIHje U3BEAY Y HEKOIHMKO (a3za. Ycien npobdiiema ca 3Ha4ajHUM padyHAPCKUM
BPEMEHOM KOjU HMajy TmocTtojehe MeToJle 3a CEeKTOpHU3alHjy KOjeé KOpHUCTe

ONTUMU3ALM]Y, Y OKBUPY HCTpPaKMBama j€ Pa3BUj€H U HOBHU METOA 33 XMIpPAyJIUYKH

npopauyH Mpeka moj nputhckoM, HasBan TRIBAL-AQ. TRIBAL-AQ wmerox je

3aCHOBaH Ha MPHUMEHH HOBOT aJrOpPUTMa 3a HMIACHTU(HUKAIM]Y MPCTCHOBA Y MPEXKH
O0asupanor Ha tpuanrymanuju (TRIBAL — TRIlangulation Based ALgorithm) wu
e(UKacCHO] HMIUICMEHTALMjH HYMEPUYKOT MOJENa XHIAPAYIHYKOT MPOopadyHa

6asupanor Ha Metoau npcreHoBa (AQ).

TRIBAL-AQ wmetox je TecTupaH Ha OpPOjHUM IUCTPHUOYTHBHHM MpEXKama pa3IdunTe

CJIO)KEHOCTH. Y OBOj JUCEpTALMjU Cy IPUKA3aHU caMO pe3yJITaTH J00HjeHU MPUMEHOM
Ha TECT-MpekaMma MO3HaTUM U3 JUTepaType, Kako Ou ce MOTBpuiIa BHUX0BA BaJbaHOCT.

TRIBAL-AQ wmeron je ynopeheH ca MeToJOM KOjy KOPUCTH HajIlO3HATHjH COPTBEp 3a

XUJIpAyJINUKH MpopadyH Mpexka noj nputuckom — EPANET. Pesynratu npukasyjy
3Ha4yajHy MPeIHOCT HOBOT METO/a y MOIeNy pauyyHapcke e(hUKaCHOHCTH, y3 OUyBame

HyMEpHUKE CTAOMITHOCTH M TAUHOCTH PEIlICHha XUAPAYITHUKOT TTpopavyHa.

DeNSE anropuram je ymopehen ca mnocrojehuM Merogama 3a CEKTOpH3alM]jy
TUCTpUOYTUBHUX Mpexka. PedynraTt moTBplhyjy na je HOBM airopuraM y cTamy Ja
uaeHTudukyje ckyn moryhux peumema, Koja HE Yrpo’kaBajy IMOY3/aHOCT CHUCTEMa U
cHaOzneBame norpomaya. Pauynapcka epukacHoHcT DENSE anroputma je jenna on
HErOBUX Haj3HAYaJHUJUX NPEIHOCTH jep omoryhaBa MaeHTH(HKaNMjy HE jeaHor, Beh

ckyna Mmoryhux pemiema 3a peajHe AUCTPUOYTUBHE MpPEKE Yy PEIaTUBHO KPaTKOM



pauyHapckoM BpeMmeHy. OBa uumEHHUIIA IOCEOHO [0Ja3d [0 M3paxkaja Kama ce
pauynapcko Bpeme DeNSE anroputma ymopeam ca padyHapCKUM BpPEMEHOM MeETOZa

KOj€ KOpUCTE ONTUMHU3ALIMOHE aNropuT™Me (MUHYTH y opehemy ca caTuma).

Kibyune peum: Cekropusaiyja, ajJlropuraMm, JUCTPUOYTHBHA MPEKa, XUAPAYIAIKH
npopadyH, OCHOBHE 30He Owimancupama, O3B, DeNSE, TRIBAL-AQ, wmerona
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1.1 BACKGROUND

Many water utilities, especially those in developing countries, continue to operate low
efficient water distribution networks (WDNs) and are consequently faced with
significant amount of water and revenue losses Babi¢ et al.(2014). Factors contributing
to high water losses in WDN are various: poor infrastructure, high pressures in the
network, illegal water usage etc. Generally, they are divided into apparent and real
losses (e.g. leakage). Together with unbilled authorized consumption, water losses make
up the non-revenue water (NRW) in WDN. It is reported that in some cases NRW
percentage is as high as 50% of total water entering the WDN (Kanakoudis et al., 2011).
NRW from WDNSs worldwide is estimated at 48 billion m* per year (Kingdom et al.,
2006), most of it accounted in developing countries. Beside significantly high NRW in
developing countries, ratio of apparent and real losses in NRW are usually similar. In

developed countries NRW is mostly caused by real losses.

Water companies can significantly reduce NRW by employing available methodologies
for WDN benchmarking and water losses control. Audit methodology aimed for
assessment of WDN efficiency was suggested by International Water Association
(IWA) and published in Alegre et al. (2006). It includes standardized methodology for
water balance assessment and database of 170 performance indicators (PIs), whose

calculation is based on 232 variables that have to be monitored in WDN. Direct
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implementation of IWA methodology led to a number of difficulties in practice due to
large discrepancies in the development of WDNSs, local conditions and characteristics,
data availability and reliability, operational practices etc. Tailoring of IWA
methodology, through modification of existing and introduction of new Pls, was

required in order to properly implement it (Babic et al., 2014; Kanakoudis et al., 2011).

First step in reducing the NRW is assessment of water balance in WDN aimed to
establish the baseline level of water losses. Then, water utilities can plan NRW
reduction activities according to this baseline. NRW reduction strategy for apparent
losses is very much dependent on local socio-economic and political aspects. Improving
customer meter accuracy, reading and billing of consumption and most importantly,
rising public awareness about the importance of good governance, are some of the
measures that can be implemented. On the other hand, strategy for real losses is strictly
a set of technical measures that can be implemented in any WDN, such as: active
leakage control (i.e. continuous monitoring of flows in the network to detect leaks and
prioritize interventions), infrastructure management (e.g. rehabilitation plans) and

pressure management.
1.2 SECTORIZATION OF WATER DISTRIBUTION NETWORK

Sectorization of WDN into zones (sectors, clusters or District Metered Areas - DMAS)
has become the most cost-effective strategy for the control of real water losses. A DMA
is defined as a distinct hydraulic area of the WDN, separated from the rest of the supply
system by isolation valves or pressure reducing valves and one or more metered inlets
and outlets (Burrows et al., 2000). Active leakage control is carried out by monitoring
installed flow meters’ data and pressure can be managed using installed valves.
Installation of valves and flow meters inevitably affects WDN’s topology and can
possibly endanger networks’ operational performance. Network interventions have to be
designed and implemented carefully as it must be ensured that they do not jeopardize

water supply reliability and quality.

Sectorization strategy was introduced in the United Kingdom in the late 80’s and has
been successfully implemented in many WDNs worldwide since. Each WDN has

unique topology and characteristics, meaning there is no common design procedure for
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WDN sectorization. Series of guidelines provided by different water authorities are
available to engineers to support their design making process (Butler, 2000; Farley,
2001; Morrison et al., 2007; WAA & WRC, 1985). In practice, sectorization process
starts with the identification of key sectorization objectives (e.g. monitoring of water
balance in network, reduction of network pressures, reduction of leakage) and design
criteria, followed by the identification of performance indicators (Pls) that will be used

to assess impact of implemented interventions in the network.

Designing an optimal sectorization solution for existing and operating WDN is an
extremely hard task to do, which still usually assumes manual “trial an error” approach
conducted by local experts with good knowledge of the WDN’s specifics. Engineering
reasoning is, although valuable, still very subjective and can produce arbitrary
sectorization solutions far from the optimal one. With ever increasing computational
power, the use of optimization methods seemed like a logical next step. In the past 10
years many different algorithms for automatic sectorization of WDN, employing certain
type of optimization, have been presented in scientific literature. Numerous objectives
and constraints were added with each new method in the attempt to better describe
sectorization problem. Extensive lists of objectives and constraints only highlighted a
well-known problem of all optimization methods — computational burden. Solution
search space exponentially increases with the complexity of a network, and perhaps this
is why recently presented methods employing optimization are lacking results
supporting their application on real-sized networks. Adequate balance between
engineering judgement and available state-of-the-art optimization methods is yet to be

found.

Employing optimization requires multiple hydraulic simulations to calculate Pls,
adopted when sectorization objectives were initially set. The efficiency of hydraulic
solver adopted by different sectorization algorithms, which inevitably affects
computational burden of entire optimization procedure, is not discussed at all. All
available algorithms for automatic sectorization use Global Gradient Algorithm (GGA)
presented by Todini & Pilati (1987), accepted as most prominent solver for node based
system of equations describing hydraulics of WDN. Unrelated to sectorization problem,

number of papers have recently suggested solvers based on loop-flow formulation of
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system of equations as an alternative to node based ones, highlighting their dominance
in computational efficiency if implemented properly.

Shortage of system and flow information, encountered in poorly managed and low
efficient WDNSs, is usually not addressed with existing methodologies for sectorization.
Water utilities managing such WDNs usually do not have sufficient funds to invest in
large number DMAs at once, so sectorization strategy should be planned hierarchically
and implemented in phases. Establishing a few DMAs in WDN should enable tracking
of water balance in the network and gathering basic data about system dynamics,
without significant effect on network’s operational conditions. Initially established
DMASs can be further partitioned to obtain finer sectorization resolution, which will in

turn enable better leakage control and pressure management.
1.3 OVERALL AIM OF THE THESIS

Previous discussion reveals that available sectorization methodologies are more suitable
for well managed and monitored WDNs. Usually they require too many input data,
often lacking in poorly operated WDNs in developing countries. Low computational
efficiency problems, imposed by using optimization methods, restrict full applicability
to real sized WDNs which is yet to be proven.

Overall aim of this thesis is to develop, test, validate and demonstrate new methods to
support making more effective and objective decisions regarding the WDN
sectorization. Primary sectorization objective is to design such DMASs layout that will
allow efficient tracking of water balance in the network. Least investment for field
implementation and maintaining the same level of WDN’s operational efficiency are

main design criteria.
The aim was achieved through following specific objectives:

1. To develop sectorization algorithm that will, beside general recommendations
given by aforementioned design guidelines, include some heuristic engineering

principles relevant to WDN,

pg. 5



Chapter 1: Introduction

2. To develop new, or improve existing method for hydraulic simulation used to
solve network hydraulics, which will consequently improve computational
efficiency of sectorization design procedure,

3. To consider possible implementation of hierarchical sectorization and

4. To benchmark proposed methodology on number of case studies and validate its
results by comparison to other available methodologies.

1.4 OUTLINE OF THE THESIS

Chapter 2 presents literature review of available methods for network sectorization and
hydraulic simulation. The main focus of this chapter is to summarize previous research
done on this thematic and identify key knowledge gaps. Research questions to be
answered in this thesis, as well as hypothesis and methods used, are given at the end of

the chapter.

Chapter 3 addresses second specific objective listed above. This chapter provides
presentation of improved method for hydraulic simulation based on the loop-flow
formulation of governing equations for pressure and flow distribution in the network.
New algorithm for identification of the loops in the network, which is a prerequisite for
loop-flow based methods, is presented in this chapter. Chapter is concluded with
detailed explanation of method’s implementation, which enables high computational

efficiency to be achieved.

Chapter 4 addresses first and third specific objective. This chapter presents new
algorithm for network sectorization based on newly introduced uniformity index and
engineering heuristic. Presentation of the sectorization algorithm is followed by
explaining the implementation of improved method for hydraulic simulation, presented
in Chapter 3. Chapter is concluded with discussion on extensions of the developed

algorithm, including hierarchical sectorization and optimization.

Chapter 5 addresses fourth specific objective giving benchmarking results of algorithms
and methods presented in chapters 3 and 4. Improved method for hydraulic simulation
(presented in Chapter 3) is tested on 4 case study networks of different topology and
complexity. Performance of new sectorization algorithm (presented in Chapter 4) is

evaluated through benchmarking on large real-sized WDN, well known and often used
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in the literature for various modeling tasks. Obtained results are validated by
comparison with other available methods.

Chapter 6 summarize thesis’ key findings and conclusions, proposing further research.
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2 LITERATURE REVIEW
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2.1 INTRODUCTION

This chapter presents a broader literature review on research topics covered in this
thesis. As indicated in introductory chapter, overall aim of the research is to develop a
decision support methodology for successful implementation of sectorization strategy in
WDNs. Section 2.2 summarizes previous research related to WDN sectorization
problem. Following general discussion on sectorization and DMAs, adequate size of a
DMA (2.2.1) and common sectorizaton design procedure (2.2.2) are discussed. Section
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is concluded with an overview of available methods for WDN sectorization (2.2.3),
differentiating  sectorization support tools (2.2.3.1) and fully automatic
algorithms (2.2.3.2).

Primary research focus is to design the cost effective sectorization solution which will
not affect water supply and normal operating conditions in WDN. Secondary
requirement is identifying solution in reasonable computational time, which would
allow engineers to analyze lot more different solutions and come up with a better overall
solution. This would provide practical applicability of methodology to real-sized
WDNSs. Achieving this goal is possible by improving the computational efficiency of
the hydraulic solver used to perform hydraulic calculations. Previous research related to
hydraulic simulation of WDN is presented in section 2.3. First part of this section
presents basics of mathematical modeling of WDN (2.3.1). Second part (2.3.2) gives
historical overview of fundamental modelling methods (2.3.2.1), their systematization
and summarization of advantages and drawbacks (2.3.2.2) and notable improvements in
the efficiency of hydraulic solvers made in recent years (2.3.2.3). Section is concluded
with overview of available loop identification procedures required to solve network

hydraulics based on the loop-flow approach (2.3.3).

Literature review presented in this chapter is focused on identification of knowledge
gaps in existing methods and room for possible improvements. Main research questions
to be answered in this thesis are summarized in Section 2.4 followed by the presentation
of working hypothesis.

2.2 SECTORIZATION OF WATER DISTRIBUTION NETWORK

Sectorization of water distribution network (WDN) into zones (sectors, clusters or
District Metered Areas - DMAS) has become one of the main strategies for efficient
management of WDNSs. It was introduced in the United Kingdom in the late 80’s and
has been implemented in many WDNSs worldwide since. Decomposition has been done
traditionally to address two main objectives:

1) better control of water losses in the network and

2) efficient management of pressures in the network.
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First objective can be achieved solely by means of observing all inflows and outflows
from the zone, especially in the night time when anomalies in the water balance can
point to the existence of significant water losses within the DMA. This is illustrated on
Figure 2.1, which shows typical 24-h DMA flow profile (a) and typical minimum night
flow into a DMA during a longer period of time (b). From the Figure 2.1-a it is clear
that the leakages, especially burst ones, are easier to detect during the night, as customer
night use is relatively low and constant making it comparable to the leakage rate.
During the day time, the customer use is increased and notably varying, also being
significantly higher than the leakages, making it almost impossible to separate leakages
from the consumption. Figure 2.1-b illustrates occurrence of large (accidental) and
gradual (slowly increased in time) bursts, successfully detected via observation of the
night time flow data and repaired. Second objective is achieved with the installation of
isolation (boundary) valves, which separate previously connected parts of network, now
enabling different pressure levels to be maintained within newly created zones.

Best definition of a DMA, given by Burrows et al. (2000), is that it is a distinct
hydraulic area of the WDN, separated from the rest of the supply system by isolation
valves and one or more metered inlets and outlets. There are two main types of DMAS
(Farley, 2001): a) isolated DMAs with one or multiple feeds and b) DMAs that cascade
into adjacent DMAs. Typical DMAs design options are shown in Figure 2.2. DMAs can
be permanent or temporary with the reference to the time-frame for which they are
intended (Di Nardo & Di Natale, 2011). Sectorization can be carried out in different
levels of details, and it is better to adopt hierarchical sectorization applicable for
different purposes. Hierarchical sectorization is useful in situations where network is
naturally hierarchically ordered and each identified DMA can be further partitioned to
obtain finer division (Schaeffer, 2007). However, only one paper addresses the concept
of hierarchical sectorization (Scarpa et al. 2016). Traditionally, DMAs are designed as
permanent, but recently the concept of dynamic DMAs is presented (Wright et al. 2014)
that implies the use of status changing boundary valves. In this manner, network reverts
back to the original DMA design only at night for leakage detection purposes and
preserves its original topology during the day in order to avoid possible negative effects

introduced by the creation of DMAs, which will be discussed further down.
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Generally speaking, network sectorization is in conflict with the main design criteria
used in past when existing WDNs were designed and expanded — water supply
reliability. To achieve high reliability, WDNSs are historically designed as extremely
looped systems with high pipe redundancy, and decomposition into DMAs which
inevitably requires closure of some pipes, can considerably affect their topology.
Network interventions required for network sectorization into DMAs (installation of
isolation valves and flow metering devices) have to be implemented carefully, as they
can jeopardize the network supply reliability, water quality, fire-flow supply and system
response in the case of accidental bursts and other failures. For example, water quality
will be affected as installation of valves will cause longer water retention time in some

parts of the network.

Typical 24 Hour DMA Flow Profile

Varying customner use

¢ Customer night use

¢ Burst leakage

Minimumflow | o2pace 1Backgrnund leakage

0 2 4 6 8 0 12 4 16 8 20 22 24
a)
Typical Minimurn Might Flow into a DMA

Occurance of large burst & repair

Gradual increase in

burstleakage ™~

Bursts repaired

Customer night use assumed constant with time

N, < __________________________________________

Background leakage assumed constant with time at current pressure

0 20 40 60 80 100 120 140 160 180
Time in Days

b)
Figure 2.1: Using DMAs to detect leakages: a) Typical 24-h DMA flow profile; b)

Typical minimum night flow into a DMA (adapted from Morrison (2004))
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Designing an optimal system of DMAs for the existing and operating WDN is a hard
task to do. Every WDN is unique in its topology and characteristics so there is no
common procedure for performing its decomposition, but rather a series of guidelines
provided by the different water authorities (Butler, 2000; Farley, 2001; Morrison et al.,
2007; WAA & WRC, 1985) and used in this process by practice engineers. If planning
of DMAs (e.g. their number and size) is carried out during the new WDN design phase,
it is much easier to come up with the solution that will be efficient both in terms of 1)
sectorization main objectives and 2) satisfaction of network’s hydraulic and other
requirements. However, in the case of existing and already operating WDN, problem is
much more complex due to the aforementioned influence of network interventions on
its performance and many existing arrangements that have been introduced at different

points in time, typically to address specific issues.

Intake and  Bulk meter District meter Sub district meter
treatment into supply zone measures _measures
works flow into districts flow into smaller area
e.g. 1000-3000 e.g. 1000 properties
properties
M
River I Mains . M M
Source M
meter measures
total output X
X
Mains
X
X

X Closed valve
Meter

Figure 2.2 Typical DMA design options (adapted from Farley (2001))
2.2.1 Definition of DMA size

The size of DMAs in a WDN, as a main design parameter can vary significantly
depending on the sectorization purpose (e.g. larger zones are recommended for
network’s global water balance monitoring). Several factors will influence preferable

size of the DMA such as 1) acceptable economic level of leakage, 2) demographic
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factors, 3) variation of elevation, 4) individual water company preference (e.g.
discrimination of small bursts (service bursts) in favor of smaller installation and
maintenance costs) (Farley, 2001). Acceptable economic level of leakage is defined by
the individual water company operating the WDN and it directly affects the DMA’s size
parameter. For the highly efficient WDNs, in which water losses are already
significantly decreased with the measures taken in the past, economic level of leakage
will be set to a lower value. On the other side, in the case of low efficient WDNSs in
which water losses are high and no measures were implemented in the past to tackle this
issue, economic level of leakage will be set to a higher value. This is closely related to
the geographic position and the global economics as the former (highly efficient
WDNSs) relates to the developed countries and the later (low efficient WDNS) to the
developing and countries in transition. Low economic level of leakage will enable the
definition of smaller DMA size, which in turns enables: 1) identification of bursts more
quickly, 2) identification of smaller bursts and 3) maintaining the total DMA leakage at
the lower level. On the other hand, using high economic level of leakage will produce
smaller number of larger DMAs, that can be used to keep track of the global water
balance in the network. This is suitable and recommended for low efficient WDNs as a
first step towards more efficient management. Additionally, interventions required for
the creation of smaller size DMAs are not easy to plan, as it is hard to foresee their
influence on the whole WDN without enough measurement data and properly calibrated
hydraulic model of the network (which is usually the case for WDNs in low developed
countries). In terms of its demographics, each WDN is unique making it difficult to give
general recommendation about the size of the DMASs. There are networks with large
urban areas with high population density, and there are rural networks with scattered
settlements covering larger geographic area. In all cases, elevation of the nodes within

the same DMA should be in the predefined specific range (Morrison et al., 2007).

Aforementioned guidelines give some rough framework about the “manageable DMA
size” in terms of number of consumers and links or network length. WAA & WRC
(1985) suggest between 1000 and 3000 costumer connections within the DMA and
Butler (2000) recommends 2500 — 12500 consumers or 5 — 30 km of total network
length. Guideline of the World Health Organization (Farley, 2001) classifies DMAs,

based on the number of costumer connections, into a) small (<1000), b) medium
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(1000 — 3000) and c) large (3000 — 5000). Similar recommendations can be found in the
IWA guideline (Morrison et al., 2007). It is considered that having DMAs larger than
5000 connections is not practical as it becomes difficult to distinguish leakages from the

night flow data, while taking more time to allocate them.

It is clear from the discussion above that the preferable DMA size is network specific,
influenced by many factors and has to be determined based on a thorough analysis of
the specific data relevant to the network in consideration.

2.2.2 Designing the sectorization solution for WDN

Complexity of the real life WDN results in many different alternatives in which network
sectorization into DMAs can be done. Usually, sectorization is governed by the criteria
of having zones of “manageable size” in terms of number of consumers, links or
network length. It can be also subjected to many other criteria and limitations leading to
arbitrary solutions, usually obtained by the “trial and error” technique conducted by a
local expert, familiar with all of the WDN specifics. Practical application of such
approach is illustrated in Grayman et al. (2009) where two large case study networks are
redesigned to 1) implement typical DMA design as guidelines provided in Baker (2007)
and 2) to allow additional control and isolation of the system in order to improve water
security. Acquired division into DMAs were verified using four metrics: 1) system
ability to provide sufficient fire flow supply, 2) water age, 3) water security in case of
accidental contamination (a — number of residents exposed to a contamination and b —
total network length contaminated) and 4) system reliability measured by resilience
index (Todini, 2000). Study concluded that the implementation of DMAs can
significantly improve network’s water security, while preserving its other design
criteria. Conclusions made in that research cannot be generalized and mapped onto
other distribution networks, but can give valuable insights on the effects of

sectorization.

Generally, sectorization process should be governed by general criteria in terms of zone
size, but also other case specific criteria and requirements which should include
evaluation of potential investments, energy consumption for pumping, increased water

leakage, exceeded or insufficient pressures etc. In practice, sectorization process starts
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with the identification of key sectorization objectives (e.g. monitoring of water balance
in network, reduction of network pressures, reduction of leakage) and design criteria,
followed by the identification of performance indicators (PIs) that will be used to assess
impact of implemented interventions in the network. It must be ensured that clustering
interventions in the WDN, required to create sectors, do not worsen its operational

performance and reliability in terms of water supply.

Different algorithms for automated decomposition of the WDN into DMAs have been
presented in recent years, as well as the tools that can be used to support this process
(Deuerlein, 2008; Perelman & Ostfeld, 2012). All existing algorithms for automated
sectorization have three general steps: 1) Division of the network into clusters, 2)
Placing the valves and flow meters on cluster’s boundary pipes to create the DMAs and
3) Evaluate solution based on the adopted Pls. For the purpose of initial division of the
WDN (1% Step), majority of presented methodologies rely on the Graph Theory
algorithms (Alvisi, 2015; Ferrari et al., 2014; Hajebi et al., 2016), while others are using
the modularity index (Giustolisi & Ridolfi, 2014b) or community structure metrics
(Diao et al., 2013; Zhang et al., 2017). So far presented methods employing graph
theory include only cluster (DMA) size range (min-max) and reachability from the
transmission main as the sectorization governing variables. On the other hand,
modularity and community structure metrics are introduced from other fields of
research and are based on similarity between clusters based on the weights assigned to
the links. These approaches, although able to determine DMAs, are sensitive to the
selection of links weights (Diao et al., 2013) and, more importantly, do not provide

clear connection to key drivers/Pls used in engineering practice.

In a real-sized WDNs a large number of possible alternatives exist for positioning the
valves and flow meters in order to create the DMAs (2" Step), many of which are not
feasible as they do not meet the basic hydraulic requirements for WDN operation. For
the purpose of selecting the (near) optimal alternative, decomposition algorithm is
usually coupled with some type of optimization method (Hajebi et al., 2016; Zhang et
al.,, 2017) which requires significant amount of computational time. So far,
computational efficiency has been regarded as a method’s secondary requirement,

compared to the quality of the obtained solution, as division into DMAs is usually a
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onetime strategic(planning) task and there is no need to partition the WDN in real-time.
Still, identifying sectorization solution in reasonable time, (minutes — compared to
hours/days/weeks) would allow practicing engineers to analyze lot more different

solutions, suiting to different strategies, and come up with better overall solution.

Comparison of computational efficiencies of these approaches is given here for
illustration purposes. Large benchmark network BWSN2 (12527 nodes and 14831
links) has been used as a case study both in Hajebi et al. (2016) and Zhang et al. (2017).
Hajebi et al. (2016) reported the running time of their algorithm to be about 15 hours on
a standard PC. In the research of Zhang et al. (2017), for the same network running time
was about 278 hours (approximately 11.6 days), even though the PC with newer
generation processor and double the RAM memory was used, compared to the one used
in Hajebi et al. (2016). It can be said that computational time for both algorithms are
extremely high, from the user point of view. Later one especially, due to the fact that it
uses evolutionary algorithm to solve multi-objective (MO) optimization problem, thus
requiring extremely large number of hydraulic runs and objective evaluations. Former
one, heuristically determines location of the valves and meters based solely on their
topology, which reduces the solution search space resulting in significantly lower

computational time.

In the process of developing new methods, various limitations and constraints,
important for the proper functioning of the WDN, were implemented in optimization
procedures. Initially, only DMA size and network pressure constraints were considered
(Di Nardo & Di Natale, 2011), with each method adding additional sectorsation
parameters and network’s PIs to their lists of limitations and constraints. Probably the
most comprehensive such list is presented in Hajebi et al. (2016), having 13 objectives
and 11 constraints. It may be even said that these lists have grown too much, exhausting

all practical aspects important for normal every day operation of the WDN.

From the previous discussion it can be concluded that, despite all recent advancements
made, scope exist to further improve existing water network sectorization algorithms,
especially in terms of usability for practicing engineers. Two main aspects in which
these improvements can be made are: 1) computational efficiency of the algorithm and
2) the implementation of practical engineering principles relevant to the WDN.
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Computational efficiency can be improved significantly if heuristic is used to narrow
down the solution search space, instead of MO optimization algorithms, as discussed
above. There are some algorithms that have already adopted this approach (Diao et al.,
2013), but used heuristics are simply topology based and do not address the feasibility
of the solution in terms of practical field implementation. What is meant by this is that,
even though the solution may be hydraulically feasible, selection of connection pipes
that will be closed and ones that will be equipped with flow measuring devices is

affected by the possibility of measuring discharge on different pipe diameters.

In the following section, extensive review of available methods for sectorization of the

WNDN is given, highlighting their benefits and shortcomings.
2.2.3 Overview of available methods for WDN sectorization

Available methods can be generalized into two different categories, based on the
required user interaction: 1) support algorithms for the definition of DMAs and 2) fully
automatic algorithms. Support algorithms serve as an aid tool to the user defining the
DMAs in the WDN and they require iterative user interaction during the process (e.g. to
define preferable number of zones and flow meters). Fully automatic algorithms, as the
name suggests, require all user input data to be supplied at the start and algorithm will

come up with the best solution, according to the implemented criteria and limitations.
2.2.3.1 Support algorithms for sectorization of WDN

Deuerlein (2008) introduced new decomposition concept of the network graph
according to its connectivity properties. This concept allows simplified hydraulic
modeling of the network and overview of different graph specific elements (such as
network-core, bridges, forest). Interpretation of these elements within WDN can derive
significant information about network connectivity, water supply paths and interactions
between different WDN parts. Simplification of the network in this manner can be
utilized for different applications in the field water supply networks, one of them being

assistance in the initial stages of sectorization process.

Perelman & Ostfeld (2012) presented another methodology that uses topological
(connectivity) analysis for the purpose of better understanding of large WDN behavior
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and function. It relies on clustering approach, dividing the network graph into strongly
and weakly connected components using graph theory algorithms. Depth First Search
algorithm (DFS, (Tarjan, 1971)) is utilized to identify strongly connected components
and Breadth First Search (BFS, (Pohl, 1969)) to find weakly connected ones. Resulting
clusters may give a simplified representation of the network, however described
clustering procedure may result in significantly size varying clusters. To address this
issue, algorithm was extended to group smaller clusters. Cluster-layout of the network is
time dependent. As the orientation of the pipe flow changes during the simulation time,
so will the identified strongly and weakly connected clusters. As the authors discuss,
presented methodology is intended to give a simplified representation of the WDN,
possibly beneficial for the solution of other type of problems. Since the clustering
algorithm basically gives system’s connectivity change in time, it can be used for
applications such as: 1) DMAs design procedure, 2) Sensor location placement problem,
3) Contamination source detection and 4) Response modelling.

Di Nardo & Di Natale (2011) presented heuristic design support methodology for
sectorization of WDN into permanent DMAs. Methodology is intended to help identify
position of the isolation valves and flow meters and it is based on graph theory.
Algorithm starts with the analysis of minimum dissipated power paths from each source
to each node in the Original Network Layout (ONL). Nodal minimum dissipated power
paths are determined using Dijkstra’s shortest path algorithm (Dijkstra, 1959), which
requires link weights as an input according to which path search is done. Links are
assigned with weights proportionate to the head losses resulting from the hydraulic
simulation of the ONL. Then, pipe appearance in the paths frequencies are calculated
and pipes with low frequency are regarded as “less important”, as they are probably not
on the main supply paths. Removing pipes with the path frequency equal to zero, Main
Network Layout (MNL) is identified. At this point, it is required of user to provide
preferred number of DMAs and flow meters. Isolation valves and flow meters are
positioned by the algorithm based on the 2 criteria: 1) minimize number of isolation
valves in the MNL as this will lead to the change of main supply paths to the nodes,
thus altering the energy dissipation in the network and possibly leading to the
hydraulically unfeasible solution and 2) place isolation valves on the pipes with lowest
path frequencies. ldentified solution is tested for satisfaction of the adopted Pls and
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number of flow meters. If some of the Pls are not satisfied, planner has to redefine
preferred number of DMAs. Otherwise, if only the number of flow meters is higher than
the preferred number, solution can be finely tuned by further removal of the flow meters
and their replacement with the isolation valves, each time checking the Pls. Pls used in
this research are energetic (as described in Todini (2000)), statistical and basic hydraulic
(e.g. pressure deviation). Presented methodology can pose a valid technical support for
the DMA planners. However, it requires significant user interaction. In addition to that,
the two criteria used for initial positioning of the flow meters and valves are not
convincing enough that there is not another solution with the same number of DMAs
that can satisfy Pls. This methodology was also used in Di Nardo et al. (2013a) to
investigate WDN partitioning effects on safety and security. The goal of the research
was to simulate contamination incident and assess the benefit of contaminated DMA
isolation from the rest of the network. Results showed that timely DMA isolation can

decrease contaminant diffusion and protect one part of consumers from contamination.
2.2.3.2 Automatic algorithms for sectorization of WDN

Diao et al. (2013) presented new approach, based on the network community structure,
to divide WDN into DMAs. Motivation for application of community structure
approach comes from the fact that many complex systems, WDN being one of them,
have a property of higher links density within the communities than between them.
Community (or DMA in the case of WDN) detection is based on the modularity metrics
presented in Clauset et al. (2004) and Newman & Girvan (2004), and used to create a
dendrogram illustrating network graph decomposition into communities at all levels.
Prior to this, water distribution system has to be mapped into an undirected weighted
graph. Links diameters were used as weights in this research. In order to tailor the
dendrogram for the application of DMASs detection, average water use per connection is
calculated based on the water demand data. To identify DMAS in the network top-down
search of the dendrogram is conducted. In the top-down search process, dendrogram is
cut at each level and corresponding DMAs division is evaluated in term of their size. At
the most top levels DMASs upper size constraint will not be satisfied, and the search will
continue downwards until all DMAs satisfy that constraint. Selection of the feed lines

and isolation valves for each DMA is based on the heuristic two-stage method, as it was
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recognized that optimization procedure involving each possible alternative would be
extremely time consuming. Methodology was tested on the large BWSN2 network and
the results were compared to the manual methodology presented by Grayman et al.
(2009). Resulting DMA division proved to be almost identical to the solution obtained
by Grayman et al. (2009). Running time of the algorithm for the tested network was
about 20 min, proving it to be viable alternative to the manual-expert method requiring
more time and engineering experience. Although this is one of the first fully automatic
algorithms, a note has been made about significantly different results when different
weights are used for network links, expert knowledge about the studied system is still
required.

Di Nardo et al. (2013b) presented an automated tool for smart water network
partitioning based on graph partitioning method and Genetic Algorithm (GA)
optimization. Partitioning of the network is done based on the Multi-Level Recursive
Bisection (MLRB) algorithm as implemented in METIS software (Karypis & Kumar,
1998). It divides network graph, based on the nodal and link weights, into a number of
desired partitions following criteria of: 1) minimizing sum of partitions’ interconnecting
links weights and 2) obtaining partitions with the same sum of nodal weights within
them. Different network properties can be used as weights (e.g. links-diameters, pipe
flow, dissipated power, nodes-water demands), and it is recommended that different
weights are investigated as they can affect the result of the algorithm. GA is used to find
the best position of the isolation valves and flow meters, by minimization of dissipated
power in the network. Results are reported for one relatively simply and small network,
for which partitioning is done into five DMAs, and it is not clear how would the
algorithm cope with real-sized large networks. Full automatization of the partitioning
process was indicated as main advantage of this algorithm compared to the
methodology presented by the same authors (Di Nardo & Di Natale, 2011), which

required some user interaction during the process itself.

Another method that tries to surpass the trial and error approach is presented by Di
Nardo et al. (2014), which is essentially an extension of the research presented in Di
Nardo & Di Natale (2011). Methodology is focused on the identification of isolated
DMAs (i-DMAGs) rather than the standard DMAs. Isolated DMAs are defined as parts of
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the WDN that are fed from its own source (or sources) and are completely isolated from
the rest of the network. Benefit of having i-DMAs is better pressure control within the
zones, since they are not affected by the other sources in the network (such as the case
for ordinary DMASs). Algorithm makes use of the graph theory to define hierarchical
ordering of the network graph, starting from each source node. Hierarchical
representation of the graph used here is similar as the dendrogram representation used in
Diao et al.(2013). Independent sectors in the network are identified next, and i-DMAs
are defined using heuristic approach for isolation valves positioning, based on hydraulic
simulation results and GA optimization. In GA optimization objective function, being
the sum of dissipated power in the network, is minimized. Finally, Pls are calculated for
partitioned network and compared to the ones calculated for the original network layout.
Results presented in this paper were compared to the other sectorization solutions
obtained by the manual approach presented in Tzatchkov et al. (2006), and proved to be
better in terms of post-sectorization Pls. Presented methodology is intended for
identification of i-DMAs, but it was highlighted that the ordinary DMAs can be easily
derived from the i-DMAs solution just by leaving some pipes between the i-DMASs
open. This is true, but there is one limitation of this approach regarding the preferred
DMA size. Generally, this approach will yield coarse division of the network, as it is
influenced by the number of available sources and network size, and it may not be

suitable for every case study (design requirement).

Ferrari et al. (2014) presented another graph theoretic based approach for the design of
DMAs. Methodology presented in this research incorporated additional important
factors for the design of DMAs, other than just the DMA size used in most previous
papers, such as DMA’s connectivity to the main transmission system, flow exchange
between adjacent DMAs and satisfaction of minimum pressure requirements. Recursive
bisection algorithm is used for identification of desired number of DMAs and the
definition of their boundaries (valves and flow meters). Algorithm is tailored for
defining DMAs that are not allowed to exchange flows, thus larger number of pipes that
should be closed will occur. Stochastic component is implemented in the method in
order to vyield different solution with each algorithm run, allowing user to obtain
different feasible alternatives for the same input parameters. However, results reported

only one solution for the case study network. In the process of defining the DMAs
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methodology ignores groups of nodes having the total water demand lower than the
predefined lower DMA size limit. This implies that those parts of the network are not
intended for flow monitoring and thus represents difficulty for identification of water
losses in the network. In the large network used as a research case study total demand in
such disqualified areas was about 10% of the total network demand. Following on this
research, Savi¢ & Ferrari (2014) reported number of feasible solutions (116 to be exact),
based on methodology presented in Ferrari et al. (2014), and compared them with the
manual approach solution presented by Grayman et al. (2009). Comparison is made in
terms of three Pls: 1) number of closed pipes (as a solution cost representative), 2)
water age and 3) Resilience index (Todini, 2000). Solution cost used in this study is
relatively descriptive, as it doesn’t take into account the variation of the valve price with
the diameter, or the price of the flow meters that should be installed. Results suggested
that partitioning of the network into DMAs does cause minor decrease of the WDN’s
performance, which is however irrelevant compared to the benefits (e.g. reduction of
leakage and better pressure control). Aforementioned benefits were not investigated or

quantified in this research.

Alvisi & Franchini (2014) presented a three step modular algorithm for automatic
creation of DMAs. In first step graph theory BFS algorithm is employed to define broad
set of possible solutions using DMA size, in terms of total water demand, as the only
design criterion. In the second step another graph theory algorithm, Dijkstra’s shortest
path algorithm, is used to narrow down the broad set of solutions defined in the
previous step. Pipe resistance is used as weight in the Dijkstra’s algorithm, as a measure
of pipe conductance. In the final step, each solution from the narrowed down set is
hydraulically analyzed and resilience index is used as Pl to prove its feasibility.
Presented methodology was applied to relatively small case study network (465 links
and 413 nodes), resulting in solution with three DMAs, and Pls were comparable to the
ones obtained with the chosen reference method of Di Nardo et al. (2011). Algorithm
computational time is reasonable at first sight (50 min), but it remains unclear how it

would deal with large networks containing several thousand links and nodes.

Giustolisi & Ridolfi (2014b) introduced modularity metrics for the purpose of WDN

segmentization, based on the original definition of Newman (2004). Classic modularity
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definition was tailored to account for the WDN specific characteristics, yielding new
Modularity-based index. New formulation allows division of the network into sectors
that have similar internal pipe attributes (e.g. diameters, head losses), opposite to the
original definition which is more suitable to division into sectors that are similar to each
other. Additionally, actual position of the installed device (valve or flow meter) is
accounted for. Network modularity-based index and solution cost are used as objective
functions in MO optimization to find the optimal solution. Research showed that
modularity-based metrics can be successfully used for rough estimate of potential
DMAs and its boundaries. However, it did not address the actual selection of devices to
be installed on the boundary edges (isolation valves and flow meters) and how it would
reflect on the performance and hydraulic capacity of the WDN. This research was
extended in Giustolisi & Ridolfi (2014a) with the introduction of new, infrastructure
modularity-based index. As stated by the authors, WDN-tailored modularity metrics
presented in Giustolisi & Ridolfi (2014b) suffers from resolution limit that increases
with network size. This means that definition of small DMAs is not possible and

methodology is suitable only for general planning, as stated previously.

Alvisi (2015) presented procedure based on MLRB graph partitioning algorithm, the
same one used in Di Nardo et al. (2013). Novelty of the proposed method is that it
couples the tasks of network partitioning and positioning of the flow meters and
isolation valves, opposed to other methods that treat these tasks separately. It is
hypothesized that this approach would allow finding better near optimal sectorization
solution. Optimization process is performed using SCE-UA algorithm (Duan & Gupta,
1992) maximizing systems post-sectorization resilience. Reported results suggest that
higher values of minimal pressures, and consequently higher values of resilience index,
are achieved when compared to methods of Di Nardo et al. (2011) and Alvisi &
Franchini (2014). Only one relatively small network is used as a case study (391 pipes
and 273 nodes), considering its division into 3 DMAs, without reports regarding
computational time. Applicability of the algorithm for real-sized networks hence

remains uncertain.

Ferrari & Savic (2015) investigated economic benefits of sectorization, expressing them

with three Pls: water leakage reduction, burst frequency reduction and water sensitive
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demand reduction. Large BWSN2 network (Ostfeld et al., 2008) is used as a case study
and 73 feasible sectorization solutions were identified using algorithm presented in
Ferrari et al. (2014). Results show overall declining trend for all Pls with increased
number of DMAs. Consequently, this requires higher number of flow meters and
valves. Without having all data about the cost of water, implementation and
maintenance of the DMAS, net economic benefit of different solutions was not reported.

Hajebi et al. (2016) coupled network partitioning algorithm, named WDN-Partition,
with many-objective optimization to perform network sectorization. WDN-Partition
method uses structural graph partitioning technique to divide network into group of
nodes referred to as islands. Distinction is made between minor and major islands, latter
ones’ being subjected to many-objective optimization technique based on enumeration
in order to determine the locations of flow meters and valves. Key advantage of this
methodology compared to others is the ability to provide a set of feasible solutions,
rather than a single one. One of the claimed strong points of the algorithm is a
comprehensive list of objectives used in optimization procedure (14 in total). However,
for the case study tested only three of them were used. Employing optimization for
positioning DMA isolation devices, this method suffers from high computational

burdens for real sized networks, as discussed in previous section (2.2.2).

Laucelli et al. (2016) presented a two-step strategy for optimal sectorization, aimed
specifically for reduction of leakages in the network. In the first step network
partitioning is done based on the WDN tailored modularity index presented by
Giustolisi & Ridolfi (2014b). Optimization in this step involves two objectives:
minimization of connecting links and maximization of modularity index. In the second
step optimization procedure targets minimization of number of flow meters,
minimization of unsupplied nodal demands and minimization of background leakages.
Dealing with leakage assessment, the use of pressure-driven hydraulic model is
necessary, and so far this is the only research adopting such model in the methodology
for sectorization. Reported results are encouraging, however heavily use of optimization
and the lack of large case study investigation pose a question on methods applicability

for real-sized networks.
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Scarpa et al. (2016) presented hierarchical sectorization methodology based on
progressive union of initially identified elementary DMAs (eDMAS). Process of joining
the identified eDMAs is driven by maximization of resilience criterion and satisfaction
of DMA size constraints. This can be regarded as bottom-up sectorization approach,
since initially identified small eDMAs are aggregated into large ones. Even though this
methodology is convenient for sectorization of WDN in phases, a top-down
sectorization approach would be closer to engineering perception and more in
accordance with approach generally taken in practice by water companies. This means
that large DMAs should be setup at first (e.g. for tracking of network’s water balance)
and then partitioned into smaller DMAs per future requirements.

Ciaponi et al. (2016) presented yet another methodology relying on modularity index
metrics to perform initial partitioning of the network. Iterative heuristic method is used
to determine which pipes will be closed and which one equipped with flow meters.
Partitioning of the network based on modularity is highly dependent on weights
assigned to nodes. Even though the authors recognize this, presented results are based
purely on topological partitioning (e.g. all links have weights equal to 1, meaning that
nodal weights are equal to nodal degree in graph), lacking investigation of alternative

weights relevant to WDN sectorization (e.g. nodal vertical position or pressure).

Algorithm of Zhang et al. (2017) also employs modularity metrics to partition the
WDN. Links are assigned with weights calculated as average pressure head of adjacent
nodes, resulting from hydraulic simulation. In this manner, nodes within the clusters
will have similar pressures. This is the improvement compared to the method of Ciaponi
et al. (2016) which uses only topological weights. BORG algorithm (Hadka & Reed,
2013) is used for determination of DMA boundaries, without any considerations to
reduce solution search space prior to the optimization itself. Consequently, algorithm
takes 278 hours to complete the analysis on the large case study network, making it

highly computationally inefficient.

Chronological review of sectorization algorithms presented above shows that over the
time methods become more and more complex. Optimization methods are
computationally expensive by their nature, and the addition of new objective functions
by each sectorization method only highlights this effect. Performing extended period
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hydraulic simulations assuming the pressure-driven analysis (instead of demand-driven)
has further negative influence on the computational efficiency of a method. Solution
search space exponentially increases with the complexity of a network, and perhaps this
is why recently presented methods employing optimization are lacking results

supporting their application on real-sized networks.

Point made in the previous paragraph is best reflected in the paper of Salomons et al.
(2017). Case study presented was a part of “Battle of water networks DMASs” contest
prepared for WDSA2016 international conference. Problem required redesign of real
water distribution network in Colombia. The aim was to repartition the network into
manageable DMAs complying to imposed goals (e.g. improvement of water quality)
and limitations (e.g. anticipated future demands and seasonal production capabilities).
In total there were 8 equally weighted objectives for the problem. Any network
interventions were allowed, such as adding and removal of the pipes, installation of
valves, managing the tank volumes and pumping stations operating rules etc. Problem
solution presented in Salomons et al. (2017) was the only one obtained using
multi-stage engineering approach (i.e. “trial-and-error” approach) and won the
competition. Other participants that reached for various types of automated procedures
and optimization algorithms failed to deliver satisfactory solutions. This is due to the
fact that, as discussed, such algorithms reported in the literature implemented only a few
objectives into consideration. Real problem intrinsic as this one, and with so many
objectives, cannot be solved with any fully automatic algorithm available at this point.
This points out the importance of engineering reasoning in the WDN sectorization
process, that cannot be replaced solely with utilization of optimization. Obviously, the
goal is to find the balance between the engineering judgement and available

state-of-the-art scientific tools.

Better computational time of sectorization procedures utilizing optimization can be
achieved by improving the computational efficiency of the hydraulic solver used to
perform multiple hydraulic calculations. Review on available methods for hydraulic
simulation of WDN is presented in the following sections.
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2.3 HYDRAULIC SIMULATION OF WATER DISTRIBUTION NETWORK

2.3.1 Basic equations describing the WDN

Two basic conservation principles describe distribution of pipe flows (Q) and nodal
heads (H) in the WDN, which is specific to the given nodal demands (g). To satisfy
conservation of mass principle, for each node in the network (i), following relation, also

known as continuity equation, has to stand:
ZQU +0,=0 (2.1)
i

where Qjj is pipe flow in the pipe connecting i and j nodes in the network, g is the nodal
demand of the node i and n; is the number of pipes coinciding in the node i. Sign
convention adopted here is that the inflows in the node i are negative and outflows are
positive. Simple illustration of 3 pipes coinciding in one node is used to describe

application of continuity equation (Figure 2.3).

m qi

n
_Qmi N Qni + il + qi = 0

Figure 2.3 Application of continuity equation

Second conservation principle is conservation of energy defined by Bernoulli’s

principle:

Hi‘Hj_f(Qij)zo (22)

Where H; and H; are the heads at the end nodes of the pipe and f (Q ) is head loss

i
across the pipe, resulting from the friction, which is a function of pipe flow Qj;. A power

function of flow is usually used to calculate head loss across the pipe:

n-1

(Q)=RQQ, (2.3)
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Where Rjj is the coefficient which encompasses different characteristics of the pipe (e.g.
diameter and length), hence further on it will be referred to as the pipe characteristic.
Value of the term n in the exponent depends on whether the Darcy-Weisbach (DW) or
Hazen-Williams (HW) equation is used to describe head loss due to the friction. In the
case when DW equation is used, the term n takes the value of 2.0 and 1.852 in the case
of HW. Substituting equation (2.3) in the head loss equation (2.2) yields its nonlinear

form:

n-1

Hi - Hj - RijQij ‘Qij

-0 (2.4)

Equations (2.1) and (2.4) present elementary equations describing the flow and pressure
distribution in the WDN under steady-state conditions. Derivations presented here are
based on the assumption that only pipes are present as the link elements in the WDN. In
a real WDN, other link elements such as pumps, valves and localized losses have to be

accounted for in the equation (2.4).

It should be noted that in the case of branched network (i.e. network without loops),
flow and head distribution can easily be obtained with two propagations through the
network (Figure 2.4). First, backward propagation is done and flow distribution is
determined simply by applying the continuity equation at each node starting from the
most downstream ones. Afterwards, forward propagation starts from the node with
known head (e.g. reservoir) and all nodal heads can be calculated as per equation (2.4),

since flow distribution is already defined.

backward Jorward
propagation propagation
S n-1
O =45 H,=H,-R,0,|0,
Os =95 n-1

Hz :Hl _RIZQIZ |Q12

O;=0,+0,+q

4 6

Figure 2.4 Solving hydraulics for branched network

For looped networks, writing equation (2.1) for each node in the network and equation

(2.4) for each link will form a mixed system of linear and nonlinear equations which has
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to be solved for unknown pipe flows (Q) and nodal heads (H). Formulation of the
system will define the number of equations, depending on which unknown is chosen as
the primary one. There has been numerous methods and algorithms developed for the

purpose of solving this system, as it will be discussed in the next section.
2.3.2 Overview of available methods for hydraulic simulation

In the past, many different methods and algorithms have been developed for the purpose
of solving the flow and pressure distribution problem in the network, represented with
the nonlinear system of equations (2.1) and (2.4). All of them are well documented in
the literature. Brief and interesting historical overview of methods was made by
(Ormsbee, 2008) where they are divided in three periods: 1) Pre-computer period, 2)
The dawn of computer age and 3) The age of advanced methods. In this section,
complete overview of available methods developed during these three periods will be
given in the historical overview section, followed by their systematization. Overview of
recently presented algorithms, which are essentially based on already available methods

and focused on their improvement, will be given in separate section.
2.3.2.1 Historical overview

The problem of water distribution system analysis was systematized for the first time by
Hardy Cross (Cross, 1936) in his publication “Analysis of Flow in Networks of
Conduits or Conductors” published in University of Illinois Bulletin. Based on this
work, over the following years many different algorithms and methods have evolved,
reaching to a point that American Water Works Association’s (AWWA) committee on
distribution systems reported: “Literally dozens of technical papers have been published
over the last few years dealing with mathematical aspects of distribution system
simulation, seemingly approaching a point of saturation” (Walsky, 1983). Prior to
giving the historical overview and development of all available methods for hydraulic
analysis of the WDN, brief description of the original work of Hardy Cross will be

given.

Cross (1936) proposed two different methods for the solution of the network hydraulic
analysis problem. First method is named “Method of Balancing Heads” and the second

one “Method of Balancing Flows”. Names given to these methods in essence describe
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the approaches used to solve system of equations describing the problem. In the former
one, pipe flows always satisfy continuity equations for nodes, but they are iteratively
corrected to balance the heads on nodes and satisfy the condition of zero change of total
head around each closed circuit (loop) in the network. This is achieved by calculation of
loop flow corrections for each loop, that are used to correct the flows in the pipes
forming the loops. In the later method, condition of zero change of total head around
each closed circuit always stands, and the pipe flows in the loop are iteratively adjusted
until continuity equations in nodes are satisfied. For the implementation of both
methods some initial assumptions for the variable values have to be made. Initial pipe
flows, satisfying continuity equation, are assumed for the Method of balancing heads,
and initial nodal heads for the Method of balancing flows. Comparing the two

approaches, advantage is given to the Method of balancing heads (later also known as

the AQ/ loop method) stating that its convergence is “for practical purposes sufficiently

rapid”, while for the Method of balancing flows convergence is “slow and not very
satisfactory” due to difficulty of guessing good initial nodal heads. This, combined with
the fact that loop method was more “natural” in its application and more acceptable for
hand on calculation, resulted in its wide acceptance in engineering practice. With the
dawn of the computer era, Cross’ loop method was being implemented in computer
programs (Adams, 1961; Graves & Branscome, 1958; Hoag & Weinberg, 1957),
allowing it to be used for larger and more complicated networks that could not be
solved efficiently by hand calculation. However, problems of solvability and
convergence for larger networks, caused by different flow conditions (e.g. large
diameter pipes or small flow rates), were reported (Dillingham, 1967). Cao (1963)
pointed out the problem of non-uniqueness of identified loops, as there can be more
than one closed paths between any two nodes in the network. He proved that the
inadequate identification of loops can lead to slower convergence or even divergence of
the solution. Additionally, original method presented by Cross included only pipes,

without the discussion about other types of links such as pumps and valves.

These problems gave the incentive to many researches in the following years to search
for the more efficient ways to implement Cross’ methods and benefit from the computer
power that has become available. Martin & Peters (1963) were the first to investigate

the approach in which node equations, describing the Method of Balancing Flows, were
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solved simultaneously for all nodes in the network, rather than one by one as in original
work by Cross. They reported no issues on the convergence, but simultaneous solution
of the system meant the increase of required computer memory, as the coefficient
matrix of size [Nn,Nn] is needed for the solution of the system. For finding the solution,
Newton Raphson (NR) iterative method was employed. Shamir & Howard (1968)
showed that the same modelling method can be used to accommodate different types of
links such as pumps and valves, but also demonstrated the possibility to solve the
network problem for different type of unknowns, other than heads (e.g. pipe resistance
or nodal demands, which was useful for calibration purposes). Epp & Fowler (1970)
applied the approach of Martin & Peters (1963) to simultaneously solve equations, only

this time they used it for the original Method of balancing heads (AQ method/loop

method) based on solving the loop equations. They presented an efficient algorithm that
had some significant innovations at the time, such as: automatic method for reducing
the storage requirements and automatic method for determining the initial flows in the
network that will enable fast convergence to the final solution. Hamam & Brameller
(1971) developed so called hybrid method, which is intended to combine the advantages
of both approaches for system analysis — nodal approach and loop approach. In general,
it is easier to formulate the nodal approach as it will result in solution matrix with
maximum sparsity. On the other hand, loop approach provides better convergence.
Osiadacz (1988) compared the hybrid method of Hamam & Brameller (1971) with the
simultaneous solution for loop method (as described in Epp & Fowler (1970)).
Comparison was done on the examples of gas networks and it was concluded that loop
method is more suitable for larger networks (with thousands of pipes and loops), given

that an efficient algorithm for identification of loops is used.

All methods mentioned so far apply NR method to linearize and solve nonlinear system.
To achieve convergence, this type of linearization requires reasonably assumed initial
solution (Liu, 1969; Martin & Peters, 1963; Shamir & Howard, 1968). To address this
issue, Lemieux (1972) presented efficient algorithm based on the combination of
modified NR method and specific Gaussian elimination to provide fast convergence that
is independent of the starting assumption. In this work, solution is found with respect to
the nodal heads. Kesavan & Chandrashekar (1972) presented method based on the
concepts from linear graph theory. Utilization of both head loss equations for loops and
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continuity equations for nodes simultaneously was highlighted as main advantage of
this approach. They used terms from the graph theory, such as tree and co-tree, to define
matrices that are used to formulate the system of equations to be solved. System is
solved for the unknown co-tree flow vector (vector of loop flow corrections).
Comparison is made with the original Cross method, although only on one example
network, and it was found that method of Kesavan & Chandrashekar requires 3.5 times
less iterations to converge and it is 2 times faster. Method also converged when the
initial assumption was not good and original Cross method failed to reach the final
solution. Wood & Charles (1972) presented yet another approach, based on the use of
linear theory to solve network hydraulics. System is solved for the unknown pipe flows.
Rapid and assured convergence and no need for guessing the initial distribution of flows
are highlighted as main advantages of the proposed methodology. Collins et al. (1978)
presented, what they called, “revolutionary new approach” using optimization
technique to solve the problem of network hydraulics. They introduced two models,
“content” and “co-content, both defined as a nonlinear functional of variable for which
the problem is solved. Naming convention for the models comes from the works on
nonlinear systems of Cherry (1951) and Millar (1951). The “content” model is defined
as a functional of pipe flows and the “co-content” model is defined as a functional of the
nodal head values. In the former model the goal is to find the set of flows which satisfy
flow conservation and minimize the system content, and for the later one to find the set
of head losses that will sum to zero around each loop in the network and minimize the
system’s co-content. For the minimization of nonlinear functional (objective function),
three different nonlinear algorithms have been tested: Frank-Wolfe method, piece-wise
linear approximation and the convex simplex method. Later two methods proved to be
dominant over the Frank-Wolfe method, piece-wise linear approximation exhibiting the
best behavior. Advantage of this approach is that combination of objective function’s
convexity and linear constraints guarantees the existence of unique solution, while its
disadvantage is the need for an efficient nonlinear algorithm. To overcome this problem,
Gradient Algorithm, originally developed by Todini (1979) was presented by Todini &
Pilati (1987). Presented methodology is regarded as a bridge between optimization and
NR techniques. To prove the existence and uniqueness of solution, minimization of the

“content” model (Collins et al., 1978) is done first. Afterwards, the NR linearization
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method is applied on this space of flows and nodal heads resulting in recursive solution
of linear system. Compared to other methods, difference is that the system is solved by
inversion of the coefficient matrix. Solution size is equal to the number of nodes (N
nodal heads) with the addition of scalar projection and linear combination of the
obtained nodal heads, whose size is equal to the number of links (N, link flows). In the
work of Todini & Pilati (1987), proposed gradient algorithm was compared to Linear
Theory and loop method approaches to solve the network hydraulics problem. It was
noted that all three methods have the similar convergence rate. To access benefits of the
different approaches, methods have been ranked (from 1 to 3) in four different
categories: simplicity of input, demand for initial solution, size of the system of linear
equations to be solved and efficiency of the solution. Based on this ranking it was
concluded that even though on first glance it may seem that loop method would be the
most appropriate one, due to the smallest size of the system, gradient algorithm’s
solution is the most efficient one and it also benefits from the fact that it does not
require identification of the loops. Linear theory approach ranked last in this
investigation. In the scientific community work of Todini & Pilati (1987) is considered
as the key research in the field of steady state WDN hydraulic analysis and symbolically
marks the end of the age of advanced methods, as discussed in the introductory part of
this section. In the following time period, computational power increased rapidly and
newly presented methods and algorithms are essentially variations and upgrades of

already available methods summarized in the former discussion.

Gradient algorithm of Todini & Pilati (1987) was adopted in Environmental Protection
Agency’s (EPA) software for extended period simulations of hydraulic and water
quality in water distribution networks — EPANET (Rossman, 2000). From the
beginning, EPANET was made freely available as an open source package resulting in
its wide acceptance in engineering and scientific communities. Consequently, in the
years to come this lead to comprehensive testing and constant improvements of the
gradient algorithm to include various upgrades done by many researchers (e.g. pressure-
driven analysis and efficiency improvements). Gradient algorithm later became known
as the Global Gradient Algorithm — GGA (Todini, 2006). EPANET’s source code
availability and computational robustness resulted in its implementation in many

commercially available WDN analysis packages.
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2.3.2.2 Systematization of available methods

The elementary nonlinear system of equations given with equations (2.1) and (2.4) is
determined by the two sets of unknowns: set of flows in each link and the set of total
pressure heads at each node of the network. For an arbitrary network, made of Nj links
and Ny nodes, there are Ni+Nn unknowns in total for which system has to be solved. As
there are two sets of unknowns, related to each other, a choice of primary unknown has
to be made (i.e. flow or head). Since the system is nonlinear, and its direct solution is
not possible, some type of linearization has to be employed (mainly NR method or
Linear Theory approach, except for the method of Collins et al. (1978) where
optimization approach is used). Only two methods are known to use the Linear Theory
approach to solve the system (Isaacs & Mills, 1980; Wood & Charles, 1972), while
other methods use the Newton-Raphson method for linearization. Having said that,
main systematization of available methods can be made based on the selected primary
unknown for which system is solved for, leading to a different solution formulation.
Additionally, based on the approach in which equations are solved, methods can be
classified as local (equations are solved one by one) or simultaneous (all equations are
solved simultaneously). However, only the two methods originally presented by Cross
(1936) are local approach methods, while all others fall under the simultaneous
approach category. Probably the most comprehensive classification of the available
algorithms is presented in Todini & Rossman (2013).

Based on the primary unknown for which system is solved, four different system

formulations can be derived:

Loop equations system formulation,
Pipe flows system formulation,

Nodal heads system formulation,

A wbp e

Loop-node system formulation.

All these formulations will be discussed in the following text.

pg. 35



Chapter 2: Literature review

Loop equations system formulation

Loop equations representation is originally introduced in the work of Cross (1936) as
the “Method of Balancing Heads”, as discussed in the Section 2.3.2.1. This formulation
can be found in the literature under various synonyms such as loop-flow algorithm (Epp

& Fowler, 1970), circuit equations (Kesavan & Chandrashekar, 1972), loop equation
(Arsene et al. 2004), loop method (Alvarruiz & Vidal, 2015) and AQ method (Iveti¢ et

al. 2016) to name a few. Primary unknown for this formulation are flow corrections that
are introduced in each loop in the network, in a manner to satisfy continuity equations
in the nodes. Thus, the number of unknowns corresponds to the number of loops in the
network (Nr), making this formulation one with the smallest set of equations to solve.
After calculation of flow corrections, flow distribution in the network is determined and
pressure head distribution is obtained applying the head loss equation, starting from the

node with known head.
Pipe flows system formulation

Single formulation of this type is the one presented by Wood & Charles (1972). In this
formulation, nonlinear loop head loss equations are transformed into linear equations
using approximate flow rate in pipes. In combination with continuity equations, which
are linear, this yields the system of N; linear equations to be solved for unknown pipe
flows. Again, when the pipe flows are determined, nodal pressure heads can be easily

obtained using the head loss equation.
Nodal heads system formulation

Nodal heads system formulation is obtained by expressing the flow rate in each link of
the network in terms of the nodal heads edging the link in consideration. Substitution of
flow rates, expressed in this manner, into the continuity equations for nodes will yield
the nonlinear system of N, equations that has to be solved for unknown nodal heads.
This formulation is used by Martin & Peters (1963) and Shamir & Howard (1968), both
using the NR method to linearize and solve the nonlinear system. After finding the
solution, calculated nodal heads can be used to determine the flow rates in the links, as

per initial formulation of flow rates.
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GGA algorithm of Todini & Pilati (1987) can be classified into this group of methods as
well, with the key difference that the nodal heads and pipe flows are calculated
simultaneously. NR linearization technique is used here as well, yielding the system of
Nn+N linear equations. System is solved iteratively, in such manner that first N
independent linear equations are solved for nodal heads and afterwards, remaining N
equations, which are linear combination of the calculated nodal heads, are solved for

unknown pipe flows.
Loop-node system formulation

Loop-node formulation is also known as hybrid formulation (Hamam & Brameller,
1971; Osiadacz, 1988), as system is solved for unknown loop flow corrections and
unknown nodal heads. Loop equations introduce the conservation of energy principle,
while node equations incorporate the conservation of mass principle. In this case,
system that has to be solved has the size of N_.+Nn equations. Similar to the GGA
formulation, set of Nn nodal equations is solved first to calculate the nodal pressures,
followed by the solution of the N. loop equations to calculate loop flow corrections.
This procedure is repeated iteratively until target accuracy for the loop flow corrections
is obtained.

Systematization of different approaches to the solution of the network flow and pressure
distribution is illustrated in the Figure 2.5, highlighting the researchers that introduced
each approach for the first time. Variables on which linearization is based are given in

the parenthesis.

Out of aforementioned four system formulations, loop equations and nodal heads
formulations are the two prevailing in the practice. When these two formulations are
compared, it is clear that the main system matrix is smaller in the case of loop
formulation (NL equations) than in the case of nodal heads formulation (Nn equations).
Thus, it would be excepted that the loop based formulation would be preferred over the
node based. However, this is not the case as in the late 80s and 90s available computer
power increased drastically and solving increased number of equations (i.e. the nodal

heads formulation) was not much of an issue anymore. Additional requirement of
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preprocessing tasks in the case of loop formulation, such as identification of network

loops, posed another difficulty for its wider success.

Local Simultaneous

AN

Balancing Heads Balancing Head

on Loops and Losses on Pipes
Flows on and Flows on
Nodes (Q) Nodes (Q,H)

Todini
Martin & Epp & Hamam & Wood & (1999)
Peters Fowler Brameller Charles Todini & Pilati
(1963) (1970) (1971) (1972) (1988)

Figure 2.5 Systematization of different solution methods for network hydraulics
problem (adapted from Todini & Rossman (2013))

Balancing Head
Losses on Tree
and Co-Tree(Q, H)

Balancing Flows Balancing Heads Balancing Flows Balancing Heads
on Nodes (Q) on Loops (Q)) on Nodes (H) on Loops (Q)

2.3.2.3 Improvements made in recent years

In recent years researchers presented different methodologies in an attempt to further
improve the WDN analysis. Many of the newly presented methods are based on
modifications of Todini & Pilati’s GGA method, due to its wide acceptance and success
achieved through its implementation in the EPANET software, as discussed in the
concluding paragraph of the historical overview section. On the other hand, some
researchers revisited other approaches to solve network hydraulics (mostly loop-flow
method), for years being left in the shadow of the GGA’s success. In the following text

most significant of these researches will be mentioned.
GGA based methods

Simpson & Elhay (2011) presented corrections to the Jacobian matrix formulas used in
the GGA method to fully account for the dependence of friction factor on flow, when
DW head loss formula is used. The result was preservation of the natural quadratic
convergence of the NR method, which is not the case in the original DW head loss
formula implementation in the GGA method (where linear convergence rate is

achieved).
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Elhay et al. (2014) presented the reformulated co-tree method (RCTM), based on the
co-tree method (CTM) originally presented by Rahal (1995). In the original CTM
method, modifications to the original network are made by introducing the pseudo links
connecting each network node with the main source. Then, network spanning tree is
determined and a global matrix, corresponding to a certain cut set made of links that are
not part of the spanning tree (co-tree set), is obtained and solved using Newton’s
method. To employ the method, initial set of co-tree flows is needed. In essence, the
CTM method is similar to the simultaneous loop-flow method of Epp & Fowler (1970),
solving the system matrix of the same size, with the key difference that it does not
Impose any constraints on the choice of initial set of co-tree flows (such as satisfaction
of continuity equation in nodes). The CTM method however did not find much success
in practice probably due to complicated steps in its application and global acceptance of
the GGA. The RCTM method of Elhay et al. (2014) overcome somewhat complicated
implementation of the original CTM by manipulation of the network’s incidence matrix,
to increase its efficiency and make it competitive with the GGA. Comparison is made
with the implementation of the GGA presented by Simpson & Elhay (2011) on eight
case studies of different sizes. It is shown that memory storage requirements for
solution matrix are reduced drastically when RCTM is used, resulting in significant
speedups in calculation (between 15 and 82% for case studies). However, it was noted

that the presented results are illustrative for networks with unchanged topology.

Simpson et al. (2014) introduced forest-core partitioning algorithm (FCPA) for speeding
up the WDN analysis. This algorithm separates forest (linear) from the looped core part
(nonlinear) of the network to enable network solution by appropriate (linear/nonlinear)
method. For the solution of the looped part of the network, GGA algorithm is used.
Testing of the method was done on the same eight networks used in Elhay et al. (2014)
ranging from 932 to 19647 pipes. Employing the FCPA method resulted in time savings
between 11 and 31%, when compared to the GGA. Additional benefit reported is
avoidance of dealing with zero flows in forest part of the network when HW head loss

equation is used, which has to be done in the original GGA formulation.

This investigation was extended in Deuerlein et al. (2016), in which fast graph matrix
partitioning algorithm (GMPA) is presented. GMPA improved the FCPA by further
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separation of linear and nonlinear part of the problem within the network core. Results
demonstrated further reduction of the core dimension achieved in aforementioned eight
case study networks (5-55%). Approach presented in these two papers is obviously
coming from the recognition that real size networks are significantly non-homogeneous

in their topology (i.e. there are many tree-like parts).
Loop-flow based methods and comparison with the GGA

Arsene et al. (2004) presented a simulation scheme for on-line monitoring of water
networks based on solving the loop equations. Simulation scheme is intended to act as a
decision support tool for operational engineers in real-time. Scheme is made out of the 4
modules, first of them being so called co-tree flow simulator essentially based on the
CTM method of Rahal (1995). This study proved that hydraulic simulation based on the

loop-flow equations can be successfully used for real-time network simulations.

In the paper of Todini & Rossman (2013) different Newton-Raphson (NR) algorithms
for solving the steady state WDN hydraulics were compared, giving the advantage to
the NR-GA algorithm (GGA) over the NR-LF (Loop Flow) for the following reasons: a)
there is no need for definition of network loops, and b) even though the NR-LF have
smaller matrix than NR-GA its density is dependent of the choice of network loops
which leads to possible higher computational time when using the sparse matrix solvers.
However, the above statement was made based on testing on the simple network with
only 3 loops, for which computational time was not reported (only the number of

iterations).

A more comprehensive comparison of NR-GA and NR-LF algorithms was made in
Creaco & Franchini (2014). Comparison is made in terms of computational speed which
is based on 16 generic networks made of quadratic and hexagonal loops, as well as one
real network of Ferrara. Both algorithms were implemented in matrix form inside of
MATLAB 2011b environment. It was concluded that NR-LF algorithm has slightly
better performance than the NR-GA in all cases, with this advantage decreasing with
increased network topology complexity. Testing is done mainly on the extremely
looped generic examples, which favor the NR-GA, and without network specific

devices (e.g. valves or pumps).
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Alvarruiz & Vidal (2015) presented the research regarding the efficiency improvements
of the loop method. This research targeted to overcome the main disadvantage of the
loop flow method, as discussed by Todini (2006) and Todini & Rossman (2013) — need
for efficient algorithm for identification of the loops. The loop method was
implemented in the EPANET’s source code using the C programming language to
enable fair comparison with EPANET’s GGA implementation. Computational time was
reported for 3 cases, with networks of different complexities containing up to 4 pumps
and non-control valves. It was reported that the ‘linsolve’ routine, which solves the
system of hydraulic equations, is up to 5 times faster for the loop method algorithm than
the GGA algorithm in a single iteration. However, the overall speedup factors for the
entire simulations were reduced drastically (up to 60%), mainly due to recalculation of
the new matrix coefficients that is done after each iteration in loop algorithm.
Consequently, additional improvements in this regard are possible and are not covered
by this research.

Iveti¢ et al. (2016) investigated the possibility to speed up network optimization
problem by using the AQ method for hydraulic calculation inside the evaluation
function. In total, four different variants of AQ method’s implementation were
investigated. In the variant in which the exact solution for the flow distribution is
searched for, the simplified loop flow equations are solved simultaneously rather than in
the matrix form. Comparison is made with the reference GGA solver used in EPANET,
in terms of suboptimal solution’s objective function value and computational time
needed to obtain that solution. Results showed that the use of the AQ method in
hydraulic computations can accelerate the optimization of a WDN. However, testing

was done on two, relatively simple benchmark networks.

As it was implied at the concluding paragraph of the section 2.3.2.2, methods for
solving the network hydraulics based on nodal heads system formulation are the most
popular nowadays. As a result, almost all popular hydraulic software nowadays uses a
node based method, including EPANET (Rossman, 2000), the most popular freely
available software package for WDN analysis, which uses the GGA algorithm. When
compared to the GGA formulation of the system of equations, as the most prominent

node based solver, the loop flow method formulation is often criticized due to the lower
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sparsity of its Jacobian matrix and the need to identify the network loops in the first
place (Todini & Rossman, 2013). However, as mentioned above in recent years some
researches proved that there is still room for improvement of the loop flow methods’
implementation, and potential use as a viable alternative to node based methods
(Alvarruiz & Vidal, 2015; Arsene et al., 2004; Iveti¢ et al., 2016).

In the recent key papers comparing the node based and loop flow methods, conclusions
are made based on testing results conducted on: 1) small number of examples with
relatively small number of elements (Todini & Rossman, 2013) or 2) generic extremely
looped examples that favor the node base methods (Creaco & Franchini, 2014). One
thing that have been overseen is a fact that real life networks have a lot of tree-like parts
(branches), with a core that is usually looped. Solving the hydraulics of a network with
many tree-like parts is much easier with loop flow method than the node based, since
such parts of the network do not require loops identification or any iterative procedures
(Stanic et al., 1998). The reason for this is that the initial and final flow distributions in
these parts of the network are the same. The FCPA algorithm of Simpson et al. (2014)
also supports this statement. Since the real size water distribution networks usually have
lot more nodes than loops (e.g. large BWSN2 benchmark network in Ostfeld et al.
(2008) has 12,527 nodes and 2,308 loops) and computer algorithms can help in loop
identification, the revival of the AQ method as an alternative to the node based methods

appears very attractive again.

Loops identification procedure remains main disadvantage for application of the AQ
method, as it may prove to be delicate and time consuming (Todini & Rossman, 2013).
In summary, successful implementation of the AQ method involves dealing with the
two tasks: 1) identification of appropriate set of loops and 2) solving the loops
equations. Literature review on available loop identification procedures is given in the

following section.
2.3.3 Loop identification procedures

Graph theory algorithms are usually utilized for the purpose of network loops
identification. Network is presented in a form of graph which is formed of a set of nodes

and a set of connecting links. Graph theory algorithms have been extensively used in the
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analysis of a WDN in order to perform network decomposition (Deuerlein, 2008) or
clustering (Perelman & Ostfeld, 2012). There are many papers dealing with the minimal
basis loops detection problem from different aspects, not related to hydraulics. Horton
(1987) presented a polynomial algorithm to find the minimum cycle basis (MCB) loops
of the graph. The idea behind this approach is to find a super set of MCB loops, and
then extract linearly independent ones using the Gaussian elimination. De Pina (1995)
used logical framework to look for the geometrical minimal loops starting from the
structure without the loops which is known as the spanning tree (ST). There are many
other graph theory algorithms that can be used to identify the ST (e.g. algorithm of
Kruskal (1956)). Barnat et al., (2002) investigated the possibility of performing a
distributed Nested Depth First Search (NDFS) algorithm. Firstly, network graph is
decomposed into the maximal strongly connected components, and then the NDFS is
applied to each of them. Cerna & Pelanek (2003) presented the distributed explicit fair
cycle detection procedure, which is set based and combines advantages of both explicit
and symbolic approaches. This procedure is not based on a standard DFS algorithm
which, in turn, enables the proposed method to be effectively distributed and
parallelized. The standard NDFS technique is relatively fast in finding the loops as it
can be run “on the fly” but the algorithm presented by Cerna & Pelanek was
significantly faster for the more complicated examples as it can be run in parallel. Work
of De Pina was adopted by Kavitha et al. (2004) and Kavitha & Mehlhorn (2005), but
the algorithm interpretation was algebraic rather than combinatorial. Accent in both of

these works was to find algorithm that will be fast in terms of computational time.

However, despite all this work, not many papers exist regarding the use of the minimal
basis loops in combination with the hydraulic calculation of the WDN. In the work of
Jha (2007) the Nested Breath First Search (NBFS) algorithm was used to identify the
minimal loops in the network, that are later used for the hydraulic simulation of the
WDN. The algorithm relies on identification of the signature edges during the first BFS
search, and then triggering the second BFS search to find the path between the nodes of
the signature edge. Adding the signature edge to this path completes the loop, which is
then extracted from the graph. Algorithm is dependent on the selection of the starting
node, so all of the nodes are tried in the search process. Still, in order to find the
absolute minimal loops heuristic approach is applied based on the identification of
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bounding edges of the graph representing the WDN. For a real size network,
identification of bounding edges can be a hard task, as there is no automated procedure
presented for this purpose. In the same research initialization of the pipe flow is done
for each loop separately, satisfying node continuity equation. It is noted that the order in
which initialization is done can pose a problem, and that the loops might need

reordering for the initialization to be successful.

Iveti¢ et al. (2016) presented an automatic algorithm for the minimal basis loop
detection based on the graph theory and relevant heuristics. The algorithm detects the
loops that are minimal from the topological point of view (number of links) and it deals
only with the network topology without geometry aspect of it. This is done in three
steps: 1) the initial set of loops is detected simply based on the graph exploration using
BFS; 2) transformation of the ST is performed to obtain a simpler set of loops; 3)

decomposition of the set from the second step is performed to obtain the final, minimal

set of loops. This algorithm was employed as a pre-processor for the AQ hydraulic

solver used in the optimization process for the design of WDN.

Creaco & Franchini (2015) extended their previous work (Creaco & Franchini, 2014)
and presented the algorithm for automatic identification of minimum loops in a multi-
source water network. This algorithm is based on the De Pina framework. It utilizes the
Dijkstra (1959) algorithm to search for the shortest path (from the topological
viewpoint, meaning that all graph links have the same weight) between the two nodes
and is similar to some extent to the methodology presented by Jha (2007). Alvarruiz &
Vidal (2015) also presented two additional versions of the algorithm to search for the
network loops that will give highly sparse loops matrix. Authors were motivated by the
works of Kavitha et al. (2004) and Creaco & Franchini (2014) in which the problem of
high computational costs were reported. In the first approach presented (m3) loops are
simplified by combining them in search for the ones with minimal number of links. The
other approach (m4) is, in essence, the NBFS algorithm as described in Jha (2007).
Algorithm used in this paper is similar to the method m3, but adds another criterion to

minimize number of shared links between the loops.
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In most of previous studies regarding the identification of the minimal basis loops,
processing time of algorithms used is investigated and compared. Alvarruiz & Vidal
(2015) showed that the method m4 produced the sparsest loops matrices with the fastest
processing time. However, when solving the hydraulics of the WDN the minimal basis
loops algorithm should be ran only once in the pre-processing stage if network topology
Is unchanged. Hence, in problems where multiple runs of the hydraulic solver need to
be performed (e.g. optimization), computational burden of the pre-processing stage is

not an issue, it is actually the hydraulic calculation time.
2.4 CONCLUSION — IDENTIFICATION OF RESEARCH QUESTIONS

Main research goal of the thesis is development of decision support methodology for
sectorization of WDN into DMAs. Section 2.2.3 reviewed methods available in the
literature, starting from manual approach (i.e. “trial and error”) to fully automated
algorithms coupled with optimization methods. Manual approach is governed by
general sectorization criteria of having DMAs of “manageable size” in terms of number
of connections, links or network length. It requires significant engineering knowledge of
a local expert, familiar with all WDNs specifics, and usually results in an arbitrary

sectorization solution that is far from (sub)optimal one.

Algorithms employing optimization methods, while able to search wide solution space
in a quest for (sub)optimal solution, suffer from extremely high computational time (e.g.
hours/days). So far, computational efficiency has been regarded as something of
secondary importance with primary focus on the quality of the obtained solution. Still,
even though WDN sectorization is a strategic type decision and hence there is no need
to rush things, identifying sectorization solution in reasonable time, (i.e. minutes
compared to hours/days/weeks) would allow practicing engineers to analyse lot more
different solutions and come up with a better overall solution. Additionally, lists of
objective functions used in optimization, as well as constraints and limitations to which
optimization is subjected to, have grown too much exhausting all practical aspects

important for normal operation of WDN. This opens main research question:
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e s it possible to develop a sectorization algorithm that will, beside general
sectorization criteria, implement other practical engineering principles relevant
to WDN, and if so,

e Is it possible to achieve better computational efficiency than algorithms

employing optimization approach?

Sectorization algorithm’s computational efficiency is mainly dependent on number of
investigated alternative DMA designs and efficiency of hydraulic solver used to
perform hydraulic simulation. For hydraulic simulation purposes, all available
sectorization algorithms use EPANET in which node based GGA solver is
implemented. As review on available methods for hydraulic simulation (section 2.3.2)
indicates, alternative loop-flow based solver can be more efficient than GGA, especially
when used inside optimization algorithms. Computational efficiency of loop-flow based
solvers is greatly affected by identified set of network loops. This identification is not
unique, hence the search for the optimal set of loops makes sense as it leads toward the
sparser system of equations, which is then faster to solve. Researchers investigating
efficiency of loop-flow based solvers achieved significant speedups per iteration, when
compared to the GGA solver. These speedups are then lost in reported overall
simulation speedups, indicating methods’ implementation problems. This raises

following research questions:

e s it possible to develop new loop identification algorithm able to provide
highly sparse solution matrix for loop-flow based method?

e s it possible to efficiently implement loop-flow based method to preserve
achieved speedups per iteration and have them reflect on overall simulation

time?

Sectorization can be carried out in different levels of details, and it is better to adopt
hierarchical sectorization applicable for different purposes. Hierarchical sectorization is
useful in situations where network is naturally hierarchically ordered, and each
identified DMA can be further partitioned to obtain finer division while keeping the
boundaries of previously established DMAs. Such approach is also very convenient for
water companies with limited financial capabilities, primarily focused on improving the

system’s management with least amount of investment. This concept is fairly
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uninvestigated, with only one paper addressing the task. Consequently, final research

question is:

e s it possible to implement hierarchical creation of DMAs into the sectorization

algorithm?
2.5 HYPOTHESIS
Working hypothesis on which research presented in this thesis is based are:

e Graph Theory algorithms can be successfully implemented in algorithm for
sectorization of WDN and algorithm for identification of network loops,

e It is considered that for the purposes of hierarchical DMA planning, basic WDN
development plans (e.g. network topology and projected consumption) are
known in advance. That is, the research will not consider the uncertainty of these
and similar parameters,

e Daily water demand pattern is known for different categories of consumers,
meaning that only demand-driven approach will be adopted for hydraulic
simulation,

e Loop-flow based method for hydraulic simulation is computationally more
efficient than its node based counterparts,

e For the modeling of continuous operation (i.e. transient flow), it is sufficient to
use a mathematical model of quasi-steady flow which implies the successive
solution of the equations of the steady-state flow in successive time periods.
This model is considered to be a sufficient level of approximation for the

purposes for which the research is intended.
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3.1 INTRODUCTION

Having in mind main research questions identified in the concluding section of the
literature review (section 2.4), this chapter presents an improved loop-flow method for
efficient hydraulic simulation, which can be beneficial for improving the overall
efficiency of WDN sectorization algorithms.

Section 2.3 of the literature review presented an overview of available methods for
hydraulic simulation, together with the comparison between them. It was noted that the
node based methods are most commonly used today in commercially available software
to perform hydraulic calculations. As it was concluded there, loop-flow method
(AQ method) still has the potential of being computationally faster than the node based
methods, since there is usually much smaller system matrix to be solved (especially in

the case of the real life networks). However, it requires a loop identification procedure

pg. 49



Chapter 3: Improved loop-flow method for hydraulic simulation

prior to the hydraulic simulation, which proved to be its main disadvantage, as it can be

time consuming and inefficient in search for the optimal set of loops.

This chapter presents new efficient method for hydraulic simulation based on the
loop-flow method, named TRIBAL-AQ method. The new method combines the novel
TRIangulation BAsed Loops identification algorithm (TRIBAL) with more efficient
implementation of the AQ solver for network hydraulics. In the following text standard
loop-flow method will be explained highlighting the need for efficient minimal loop
identification procedure (3.2), followed by the description of the TRIBAL-AQ method
(3.3) where thorough presentation of TRIBAL algorithm (3.3.1) and implementation of
the AQ solver (3.3.2) will be given.

3.2 LOOP-FLOW METHOD FOR HYDRAULIC SIMULATION

This section presents the existing loop-flow method, also known as the AQ method, for
hydraulic analysis of looped pressurized networks. Originally presented by Cross
(1936), this method is based on the energy conservation principle stating that in every

closed WDN loop, the sum of total head losses must be equal to zero:

floop: z fij: z RijQijn =0 (3.1)

ijeloop ijeloop
DW or HW equations are used to calculate head losses in all loop pipes. Initial flow
distribution, which satisfies the nodal continuity equations, is required to apply this
method. Initially assumed flows, denoted as Qi§°) (Figure 3.1-a), are just an initial guess

and most likely do not satisfy the condition for the total head loss in a loops to be zero.
When calculating head loss in a loop, clockwise direction of summation is adopted
(fioop = fi2 + f23—fi3 #0). In order to meet this condition, assumed flows are
corrected iteratively with flow correction AQ until the exact flow distribution is
obtained (Qiij+1 =Qi‘j +AQ, i being iteration number). Expanding loop head loss equation
in a Taylor Series sum and truncating after the first term, which is done under the

assumption that flow correction is much smaller than the initial flow, yields:
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gg)%) - fIoop + Z ( ag:p] ( I+1_Qiij)zo (3-2)

ijeloop

Derivative of loop head loss equation is:

> Laf""’p] 3 0 —(RyQ")=n > Ry \QU\ (3.3)

ijeloop aQij ijeloop 6QI] ijeloop

Rearranging equation (3.2), and substituting relations (3.1) and (3.3) to solve for loop

flow correction, will give iterative solution for the loop flow correction:

L))
AQ,Jrlz_ ijeloop (3_4)

n Y. R ‘Qu

ijeloop

where i is the iteration number. This formulation presents the original Hardy-Cross
method of balancing heads on loops, which considers each loop in the network
independently (i.e. one at the time), instead of simultaneously, different approach which
will be discussed later on. After calculation of flow corrections for all loops, pipe flows
are updated and the equation (3.4) is used again to calculate new flow corrections. In
each step, when estimating loop head loss (numerator in equation (3.4)), flow direction
must be accounted for as they can be changed during the calculation. Iterative procedure
is repeated until the target accuracy for all flow correction is met. This approach was
developed in the pre-computer era and was suitable for hand calculations and relatively
simple examples for which loops identification was trivial. For solving more complex
examples, approaches that solve loop equations simultaneously are more suitable (e.g.
Epp & Fowler (1970)), as it will be explained in the following text.

3.2.1 Loop-flow system of equations

As discussed above, loop flow corrections are introduced to correct the initial flow
distribution. Here, it will be explained how the system of equations, that needs to be
solved for unknown flow corrections, is formed. First, loop head loss equation (3.1) is

rewritten in a manner that will account for a changing pipe flow direction:
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=0 (3.5)

floop: Z 1:ij = Z RijQij ‘Qij

ijeloop ijeloop

Loop flow corrections are introduced in arbitrarily direction, clockwise or
counterclockwise. Following the introduction of the flow correction, pipe flows are
expressed as sum of initial pipe flows and unknown flow correction flowing through
that pipe (e.g. pipe 2-3 in Figure 3.1-b: Q,3 =Q§g) +AQ). Flow correction is added or

subtracted from the initial flow, depending on its orientation.

(0)

030,

0
QI‘E”T \

|e——5 3

(0)
13

Z/l/ :fiz +/_’7_3_f|3 #0

loop

05 -0
a) b) c)

Figure 3.1 Explanation of the AQ method

If the introduced flow correction has the same direction as the initial pipe flow, it will
be added, and subtracted otherwise. Consider Figure 3.1-c which shows two loops
sharing one common pipe (pipe 1-2). This pipe belongs to two loops, so its initial flow

is corrected with both flow corrections (AQ, and AQ,). Initial flow has the same

direction as the flow correction AQ,, and opposite direction to the flow correction AQ, .

Hence, flow in pipe 1-2 will be Q, =Q1(§> +AQ, —AQ,. Since initially assumed flows

are constant, head loss equations are now functions of unknown loop flow corrections.

When summing the head losses in a loop (equation(3.5)), head loss for each pipe is
accounted for with a sign -1 or +1, depending on the initial flow orientation in that pipe
and orientation of the loop flow correction for the loop in consideration, as explained
above. Writing head loss equation (3.5) for the second loop in Figure 3.1-c (one with

the loop flow correction AQ>) gives:
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f, (AQl ,AQ, ) - R45( (0) +AQ2)‘Q(O) +AQ2‘n_l

+Rs, (ng) +AQ, )\Qé‘é’ + AQz‘n_l —...

- (3.6)

Ry (QF +AQ - AQ, )| + AQ - AQ,|
- (0l 50, ol a0, -0

Equation (3.6) is a nonlinear one, and the number of such equations corresponds to the
number of unknown loop flow corrections, which is equal to the number of loops in the
network. Assuming the number of nodes (Nn), links (N), source nodes (Nr) and number
of independently connected components (c) in the arbitrary network, the number of

equations to solve is N = NL + Np, where NL =N, — N, +c is the number of loops and
Np_ =N, -1 is the number of pseudo loops. Pseudo loops are formed between the

source nodes in the network (i.e. nodes with known head), which is shown in Figure 3.2
illustrating simple example with two reservoirs. According to previous relations, for this
simple network (Nn=6, Ni=7, Nr=2 and c=1), number of loops is N.=7-6+1=2 (loops
with flow corrections AQ: and AQz), number of pseudo loops is NpL.=2-1=1 (loop AQ3),
making in total N=2+1=3 loops. In any case, total number of loops in the network N can
be expressed as N = N — N;j, with N;j being the number of junctions (Piller, 1995). In this
example N; = 4, thus N=7 — 4=3 again.

The more general form of loop head loss equation (for a random loop k) can be written

as:
i (AQL,AQy, AQy | =

= D sign-Ry (Qi§°)+25ign-AQ J

loop=k pipe

n-1 (3.7)
QW 4+ > sign- AQp|  —AHjpgpk =0

pipe

where ij is the ij-th pipe in the loop and AQp is the p-th flow correction (there can be
more than one, if pipe is shared between the loops). Sign equals one (1) if the direction
of the introduced correction AQp is the same as the direction of the initial flow and

minus one (-1) if otherwise. AH,y,, is zero (0) for ordinary loop or equal to the head
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difference between two reservoirs for the pseudo loop (e.g. for 3™ loop in Figure 3.2

AHIoop =Hs—Hg.

pseudo loop - 1 -1 0 -1 0 -1 0]
I 0 1 -1 0 0 0 -I
5 "‘ &w‘
Ex A0, 5 A|0 0 0 1 100
5 00 0 0 1 1 1
A, [T 000000
o o1 0 0 0 of
7

00011 -1 0 AQ, o

: M=[0 -1 0 0 0 1 -1| AQ=|AQ, Ho—{HS}

€) @ 1 1 100 0 0 AQs °

Figure 3.2 Simple network with 2 reservoirs and 3 loops

In total, N equations of the above type (3.7) form the system of nonlinear equations that
needs to be solved for the unknown flow corrections for each loop. Nonlinear system
written in matrix form is as follows:

(n-1)

f(AQ) =M[R0(Qo +MTAQ)o Q,+M'AQ| —AEHO} (3.8)

where M is loops incidence matrix of size [N,Ni] relating loops to links in which M;j=1
if the direction of the introduced correction AQ for the i-th loop is the same as the
direction of the initial flow in j-th link, Mjj=-1 if otherwise and M;;=0 if j-th link is not
part of the i-th loop; R is the link flow resistance vector of size [N,1]; Qo is the link
initial flow vector of size [Ni,1]; AQ is the loops flow correction vector of size [N,1]; Ao
is the network incidence matrix, based on initial flows direction, reduced to source
nodes of size [Nr,Ni] in which Ajj=1 if j-th pipe’s initial flow inflows the node i, Ajj=-1
if j-th pipe’s initial flow outflows from the node i and A;=0 if j-th pipe is not related to
the node i; Ho is the vector of fixed heads at source nodes of size [N,1], n is the flow
exponent (its value depends on which head loss equation is used — DW or HW) and
operator o is Hadamard operator used for notation of element wise matrix operations.

Aforementioned relevant matrices are illustrated in Figure 3.2.
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Nonlinear system has to be linearized in order to be solved. For this purpose, usually
NR linearization method is applied (Hoffman, 2001), based on derivation of each loop
function fx into Taylor Series sum and truncation after the first term, yielding iterative

solution for the loop flow correction vector in the following matrix form:
AQ,, =AQ;-J°f, (3.9)

where i is the iteration number and J is the iteration matrix of size [N,N], also known as
the Jacobian matrix, containing the derivatives of the head loss functions for each loop,

in respect to the introduced loop flow corrections:

of,  af i of i of
0AQ 0AQ, | OAQ | OAQy
o, of, i o, i &
0AQ,  0AQ, i OAQ i OAQy
o, of 1 of 1 o
OAQ  0AQ, : OAQ i 0AQy
ofy  ofy i ofy i afy
OAQ, 0AQ, | OAQ, i BAQy

(3.10)

Vector fi is residual for the loop equations and it is calculated with AQ; according to the
equation (3.8).

3.2.2 Effect of identified loops on solution matrix

When compared to the node based formulations of the system of equations, the AQ
method formulation is often criticized due to the lower sparsity of its Jacobian matrix
(e.g. comparison to the GGA algorithm was made in Todini & Rossman (2013)).
However, Jacobian matrix sparsity is directly proportional to the identified network
loops’ structure (Alvarruiz & Vidal, 2015), which is not unique. The simpler the loops’
structure is, the simpler the head loss equations will be, meaning that head loss will be a
function of a smaller number of flow corrections (AQp). This means that in the Jacobian
matrix more derivative terms of the head loss function f« will be equal to zero, thus

leading to a sparser, more diagonally dominant matrix.

Pg. 55



Chapter 3: Improved loop-flow method for hydraulic simulation

For illustration purposes, the simple network made out of 10 nodes and 13 links, shown
in Figure 3.3, is considered. In accordance with previously used notation, example
network is made out of one connected component and it has one source node (reservoir)
(Nn=10, Ni=13, Nr=1 and c=1). Number of loops then can be determined as
N=N_+NpL=Ni-Nn+c+Nr-1=4. Minimal set of loops is shown in Figure 3.3-a, and the
set which is not minimal in Figure 3.3-b. Minimal set of loops has 16 links in total
(4 loops x 4 links =16 links) and the other, not minimal set, has 20 links
(2 loops x 4 links + 2 loops x 6 links = 20 links). Jacobian matrices (J) and matrices
containing corresponding number of elements in the sum for each Jacobian derivative
(Jder_elem) are also shown in Figure 3.3 for both cases. Each element of the matrix
Jaer_elem(i,j) correspond to the number of shared links between loops i and j (e.g. in the
second case loops 1 and 3 have 3 common links, thus Jder elem(1,3)=3). Diagonal

elements (Jder_elem(i,i)) correspond to the number of links in a specific loop.

= 0w ]
* * AQ 0AQ, A
A0, @ % 6, o +110
7 T 0AQ,  OAD, Ny | g N 1 4 0 1
@ Y o o, " o, &, der _elem 1 0 4 1
AQs AQ, 0AQ, 0AQ;  0AQ, 01 1 4
0 i %
¢ e ° I 0AD, OAQ; 6AQ4J
a)
I R o | 2 H o]
OA OAQ, OA OAQ,
GFle 0 FfQ. (anz Can4 4 1 3 1
A J2 b T2 ]2
Q A R YOI T YO I |1 413
® l‘ o o o o, der _elem = 316 2
0AQ, 0MAQ, 0AQ, 0AQ,
A A 1 3 2 6
& - O o o
¢ ® o [0AQ, 0AQ, OAQ; 6AQ4J

b)

Figure 3.3 Comparison of two sets of loops for the simple network: a) minimal loops

and b) not minimal loops

Comparing the Jacobian matrices for these two cases it is clear to see that in the case of
a) Jacobian is sparser (i.e. it has some elements equal to zero), while in the case of b)

matrix is complete (full). This implies that the former Jacobian matrix should be easier
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to invert, which is necessary to obtain the solution as per equation (3.9). In addition to
that, in the case of b) some Jacobian elements have more constituents in their sum due
to the increased number of shared links between the loops (e.g. loops 1 and 3 share only
one link in the case od a) and three links in the case of b)). Consequently, this will

require more time to define Jacobian matrix in the case of b) than in the case of a).

Considering previous discussion, it is of great importance to have an efficient algorithm
for identification of network loops that is capable of finding the simplest form of loops
(minimal basis loops or near minimal basis loops) in order to save time both for the

definition of Jacobian and for its inversion.

3.3 TRIBAL-AQ METHOD FOR HYDRAULIC SIMULATION

Combining the new optimal loop identification algorithm with the faster AQ solver
resulted in new TRIBAL-AQ method for the hydraulic analysis of WDN, which is
presented in this thesis. The key contributions of the proposed method are:

1. novel method for identification of network loops (TRIBAL) based on graph
theory and constrained Delaunay triangulation, the robust and efficient
algorithm used in the field of computational geometry, and

2. more efficient implementation of the AQ solver with computational load

reduction in the calculation of new matrix coefficients.

Flow chart of the TRIBAL- AQ method is presented in the following Figure 3.4.

input TRIBAL-AQ method output
Network | | | .| TRIBAL | [ OandH
data_ | | algortihm > 4@ solver distribution

Figure 3.4: Flow chart of the TRIBAL- AQ method

TRIBAL-AQ method is extensively tested and benchmarked against most popular
hydraulic solver nowadays, as it will be discussed in the Chapter 5. In the following
sections TRIBAL algorithm is explained, followed by the description of AQ solver’s

implementation and enhancements made.
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3.3.1 TRIangulation BAsed Loops identification algorithm (TRIBAL)

TRIBAL algorithm is part of the preprocessing stage of TRIBAL-AQ hydraulic analysis
method, in which network loops are identified. Unlike other available algorithms, that
are based on the graph theory and various heuristics (Alvarruiz & Vidal, 2015; Creaco
& Franchini, 2015; Iveti¢ et al., 2016; Jha, 2007), the method proposed here makes use
of the graph theory and the Delaunay Triangulation (DT) algorithm (Cheng et al.,
2013). For a given planar set of points, DT creates a mesh of triangles in such manner
that there are no points inside of the circumcircle of any triangle created. This is the

main characteristic of DT and it is known as the Delaunay condition.

In this research, constrained DT (CDT), which predefines some edges of triangulation,
is employed, thus resulting in triangulation that may not satisfy Delaunay condition for
every triangle. However, this has no negative effect on the TRIBAL algorithm itself.
The TRIBAL algorithm’s steps are explained and illustrated on the following simple
example. Consider a simple network with 12 nodes and 15 links shown in Figure 3.5-a.

Number of loops in the network is equal to 15 - 12 + 1 = 4.

1. Removing branched parts of the network
This is done in order to reduce the size of set of points on which CDT will be
performed as in real life networks there are usually significant number of
branched parts. For simple network in consideration this step is omitted as there

are no branched parts.

2. Defining the set of constrained edges (CEs) for triangulation and
performing the CDT
Constrained edges are all links of the network. Result of the CDT is set of
triangles defined with two sets: set of nodes and set of edges (Es). Applying this
step to the example network yields CDT shown in Figure 3.5-b in which solid
lines represent constrained edges (CEs) and dashed lines remaining edges of
CDT.

3. Modify the triangulation if network graph is not planar
If graph is not planar it implies having some constrained edges that are crossing

each other, which is common in real networks. In that case, triangulation is
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modified in such manner that some of the crossing edges are excluded and saved
for the 8" step of the algorithm. This is easily done by removing only crossing
point and does not require running the triangulation again. In the example
network, links 4-10 and 9-5 are crossing at one point. Link 9-5 is marked as
crossing link, crossing point is removed from CDT which yields in modified
CDT (Figure 3.5-c)

CEs NCEs TG nodes TG links

T * ori —

Figure 3.5: TRIangulation Based Loops identification algorithm explained

Create the triangles graph (TG) across NCEs

Each triangle of CDT is represented as a single node and nodes are connected
via links made across the non-constrained edges (NCEs) of triangles. In this
manner, new triangles graph (TG) is created, which doesn’t have to be
connected but it’s made of number of tree-like triangles subgraphs (graphs
without loops). In total, 12 triangles are identified in the CDT, marked as T1
through T12. The TG is formed and it is made of 4 triangles subgraphs — (T1,
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T4,T5, T6), (T2, T3), (T9, T8, T7, T10) and (T11, T12). This is shown in Figure
3.5-d.

5. Identification of outer triangle subgraphs and their deletion
Outer triangle subgraphs are not bordered from all sides with edges that are in
the CEs, thus they are not of interest as their edges do not form network loops
and they are deleted from the TG. In the example there is one such subgraph
containing triangle T9.

6. Aggregation of inner triangle subgraphs into loops
Simple BFS algorithm is used to propagate through the remaining triangle
subgraphs, aggregate triangles in each subgraph and obtain union of their CEs
that form the loop around that subgraph. Three remaining subgraphs are
aggregated to form three loops: 1% — (triangles: T1, T4, T5, T6) /(links: 6-2, 2-1,
1-8, 8-9, 9-7, 7-6); 2" — (triangles: T2, T3) / (links: 2-6, 6-7, 7-3, 3-2) and 3™ —
(triangles: T11, T12) /(links: 4-10, 10-11, 11-5, 5-4).

7. ldentifying loops created by the crossing links
If crossing links are identified in the step 3 of the algorithm, BFS algorithm is
run from one node of the crossing link to find the path to the other node of the
link. Identified path, together with the crossing link defines one more loop. This
is done for each crossing link in order to identify all such loops. Fourth loop in
the example network (5-4, 4-12, 12-3, 3-7, 7-9, 9-5) is found by identifying the

path from node 5 to node 9.

8. Identification of pseudo loops
Identification of the pseudo loops is done at the end of this procedure by
searching the path between the reservoirs. This is accomplished using the BFS
algorithm propagation from one reservoir in the network to all the others. In this
manner, it is ensured that the identified pseudo loops will have minimal number
of links as this is one of the basic properties of the BFS algorithm itself. There

are no pseudo loops in the example network.

It should be noted that the result of TRIBAL algorithm are two arranged sets for each
identified loop: 1) Ls — set of links arranged in sequence to close the loop and 2) Ns —
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set of nodes also arranged in that same sequence. In this manner the direction of each
loop is defined as well (clockwise or counter clockwise). For the simple example used

to illustrate application of the algorithm, final result is shown on Figure 3.6.

loop 1
Ls={6-2,2-1,1-8,8-9,9-7,7-6}
1 2 3 12 4 5 Ns={6,2,1,8,9,7}
4

loop 2
Ls={2-6,6-7,7-3,3-2}
6 7 Ns={2,6,7,3}

loop 3
Ls={4-10,10-11,11-5,5-4}
o Ns={4,10,11,5}

loop 4
Ls={5-4,4-12,12-3,3-7,7-9,9-5}
Ns={5,4,12,3,7,9}

Figure 3.6: Result of the TRIBAL algorithm for simple example

3.3.2 TRIBAL-AQ method implementation

As it was highlighted in the literature review (Chapter 2) and earlier in this chapter,
most of the available hydraulic software nowadays use node based methods for
performing hydraulic calculations. Most popular of them is probably EPANET
(Rossman, 2000) which uses the Global Gradient Algorithm (GGA) (Todini & Pilati,
1987) to solve the network hydraulics for unknown heads and flow distribution. In
scientific literature, EPANET with its GGA implementation is considered as etalon, to
which all new proposed methods and algorithms are compared to. In order to verify
TRIBAL-AQ method, presented in this thesis, it is only fair to also compare it to the
solver implemented in EPANET. In order to achieve this, the implementation of
TRIBAL-AQ method was carried on in such manner to enable the use of the original
EPANET input files (INP files-basic text files). Same programming language was used
for implementation of the hydraulic solver, as it will be explained further in the text.

Current implementation of the presented methodology is based on the following key

assumptions:

1. only demand driven analysis is available and
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2. network topology remains unchanged during the analysis (e.g. closure of the
valves or simulation of valves that can change status during simulation are not
available (PRVs, PSVs, FCVs) - only pressure breaker valves (PBVs) are

implemented).

Both of these assumptions limit the use of the presented methodology for problems that

do not result in the topological network changes at this stage.

The implementation of the TRIBAL-AQ method is divided into two main stages (or
blocks), as shown in Figure 3.7. In the first stage (preprocessing stage) TRIBAL
algorithm is used to identify network loops with additional preprocessing tasks and in

the second stage, improved AQ solver is used to solve the networks hydraulics.

Y o INP file
. \ 4
read network topology .
& obtain GRAPH . v
\ 4 ENOpenH
Run TRIBAL algorithm select source & run PFS
to define loops alg. to define Tree graph| : ¢
ENInitH
create loops2links create links2tree .
data structure data structure ' v
»| ENInitLoops
! AT T A
Ist Block . | ENRunLoops (GI;Z}I\LRuan )
. ; AQ solver) solver)|:
AQ preprocessing : ( :
( stage
2nd Block :
hydraulicy—* obtain @ and H
simulation

Figure 3.7: TRIBAL- AQ method implementation flow chart
3.3.2.1 Preprocessing stage — 1%t Block

The preprocessing stage is implemented in the first block where network input data is
loaded from the EPANET’s input file (INP) and the processed to prepare it for the
follow on hydraulic calculations. The 1% Block’s implementation is done in
Matlab2010b (Mathworks, 2010). During this stage, network data is read and used to
create the graph representation of the network topology. In this block two data

structures are identified, one containing information about network loops structure

pg. 62



Chapter 3: Improved loop-flow method for hydraulic simulation

(loops2links) and the other one containing the network spanning tree (links2tree), both
of which will be used later for the hydraulic simulation.

Links2tree structure is obtained by running the Priority First Search (PFS) propagation
algorithm from a random selected source node in the network. PFS algorithm is a
simple variation of the BFS algorithm, well known from the graph theory (Jungnickel,
2005), in which some type of weight is associated with the links and propagation
through the graph is done according to those weights. In implementation used here,
pipe’s resistance is used as a weight factor in propagation to identify the ST with
minimal resistance, as suggested by Alvarruiz & Vidal (2015). Depending on the head
loss equation type that is used for the calculation (HW or DW), pipe’s resistance is

calculated as:

10.651L,
~1.852[~4.871
LoD
i =
81"1' Lij .
gDi?”2 1

(3.11)

DW

Where i and j are end nodes of the pipe, Cij is HW roughness coefficient, Djj is pipe’s

diameter, Lij is pipe’s length, g is gravitational acceleration and 4; is DW friction factor.

Since the value of DW friction factor is flow regime dependent, and considering the fact
the pipe flows are still unknown at this point, for the purpose of running the PFS
algorithm calculation of DW friction factor is based on equation for turbulent flow
regime in rough pipe, which only takes pipe surface’s roughness in consideration which
is defined in the input file. Links2tree structure is organized in a manner to flag each
link with 1 or -1 depending on its orientation in the ST. This is needed due to the fact
that WDN graph is not directional in essence, which means that in the adjacency matrix
(graph connectivity matrix - C) any link may be stored as link between nodes i and j (ij)
or between nodes j and i (ji). Adjacency matrix C is [N,3] size matrix in which first
column holds links 1Ds, second start node (i) and third end node (j) of the link. Flag for

a link is 1 if its orientation in the ST is the same as in matrix C, or -1 if opposite.

Loops2links structure is created using the identified loops, resulting from the TRIBAL
algorithm. As it was stated in the previous section (3.3.1), links in the loops are
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arranged in specific sequence which defines orientation of the loop and its introduced

loop flow correction (AQ) (clockwise or counter clockwise). Loop links have to be

flagged as well (similar to links in the Links2Tree structure) to allow easier summation
of the head loss across the loop in the hydraulic simulation. Loops’ links that are at the
same time part of the ST (links in Links2Tree structure) have flag 1 if their orientation
in the loop coincides with their orientation in the ST. Otherwise, flag will be -1. For the
loops’ links that are not in the Links2Tree structure, flag is determined based on their
orientation in the adjacency matrix C. As before, flag is 1 if orientation of the link in

loop is the same as its orientation in matrix C, and -1 if else.

Simple example network with 8 nodes and 9 pipes will be used to clarify preprocessing
stage explained in the text above. Figure 3.8 shows example network together with its
adjacency matrix C and loops (identified using the TRIBAL algorithm).

pseudo loop

(1 1 2] loop I
2 2 3| Ls={4,5, 1,3}
34 1 Ns={4, 5,2, 1}
4 4 5| loop?2
5 2 5 LS:fS. 6,7, 2}
= 1
6 5 6 Ns={2, 5, 6, 3}
7 6 3 loop 3
9 3 8 Ls={8, 1, 2, 9}
—f 1
8 7 1] Ns={7, 1, 2, 3, 8}

Figure 3.8 Example network explaining preprocessing stage of TRIBAL-AQ method

(8 1] ~i[1 4 17
11 &1 5]
3-1 i1 1L |
21 13 1)
i T
N
7 -1 Ri|261
19 1] § 2 71
i[22-1]:
5T
ailzr 1]
SHET N E
S 321
1139 1 ];

Figure 3.9 Results of the preprocessing stage for example network
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Results of the preprocessing stage, stored in the structures links2tree and loops2links
are showed in Figure 3.9. Obtained networks’ ST is marked with thick arrowhead lines.
As it can be seen, in links2tree structure, link 3 is flagged with -1, since in the ST it is
oriented from the node 1 to node 4, and in the adjacency matrix C its orientation is from
node 4 to node 1. In loops2links structure that same link is part of the loop 1, in which it
is oriented from node 1 to 4 (same as in the ST), hence its flag is 1 here.

3.3.2.2 Hydraulic simulation — 2" Block

Hydraulic simulation is performed in the 2" Block of the algorithm (see Figure 3.7) in
which either the GGA solver (already present in EPANET) or the improved AQ solver

(added to EPANET source code) is run. Numerous steps have been taken in order to

implement the AQ based solver in EPANET’s source code in the most computationally

efficient way possible. This includes writing new routines and creating new structures to
have easier memory access to obtain faster code execution. Functions ENOpenH,
ENInitH and ENRunH are built in EPANET toolkit functions and in order to
implement the AQ solver in the EPANET’s source code, two new functions are added to
EPANET toolkit — ENInitLoops and ENRunLoops. ENInitLoops uses data structures
previously obtained in the 1% Block to allocate additional memory required for the
simulation purposes and ENRunLoops function performs hydraulic simulation based
on the AQ solver. ENRunLoops is only an interface function that allows for different
subroutines, added for efficient implementation of the AQ solver, to be executed.
Finally, once the system of WDN equations is solved, network flows (Q) and heads (H)

are determined at the end of the 2" Block.

Iterative solution of the network hydraulics, performed in ENRunLoops function, starts
with the calculation of initial flow distribution in the network which is done in two
steps. First, the ST, contained in the links2tree structure is used to propagate backwards
to the source node applying mass balance equation in the nodes of the network. In the
second step, links that are not in the spanning tree are assigned initial flow
corresponding to a velocity of 1 ft/s (same as what EPANET uses) and flows from the

first step are updated.
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For the calculation of the Jacobian matrix elements, EPANET’s newcoeff routine is

used. This routine calculates the inverse head loss derivatives for each link (ij) in the
network with respect to the link flow as follows:

afi' - 0 n-1 - n-2 |Q|| n-1 * 1
[a_QJ,J :(a_Qij(RijQij|Qij| )J :[Rij[Qij(n_l)|Qij| Q_;+|Qij B :W (3'12)

For the AQ solver, head loss derivatives for each link (fij) in the loop are calculated with

respect to the loop flow correction of the loop in consideration (AQx):

aif—gk ) 8A6Qk (Rii (@ +4Q,)|Q)" +aQ, ‘”‘1) .
(0)
" @QSO) #aQ["+(Q +aQ )(n-yfof" +aQ %] = (3.13)
ij k
nR; ‘Qi(jO) +AQ, ‘n_l

In both equations above, Rjj has to be recalculated in each iteration as it is not constant
(e.g. if DW head loss equation is used). Since pipe flow is Q; =Qi§°) +AQ,, itis clear that

the second expression, shown in equation (3.13), is only the inverse of the previous one
shown in equation (3.12). Hence, EPANET’s newcoeff routine is used to calculate
derivatives which are then inverted only once and stored in the corresponding link
structure in order to avoid multiple inversions in further steps of the algorithm. Simple
summation of head loss derivatives across the loop’s links is used to form the Jacobian

matrix for the AQ solver’s system of equations (as per equation (3.10) J(m,k) =

m

of ij . i i
= Z L ). System is solved for the unknown loop flow corrections using the
aAQk ijem aAQk

same Cholesky factorization used in the EPANET’s code (linsolve routine) based on

node reordering and symbolic decomposition of the matrix (George & Liu, 1981).

After each iteration, link flows are updated with the calculated loop flow corrections
according to equation Q; =Q, + MTAQi , and link coefficients are recalculated. This is

where the most significant action is taken in order to improve computational efficiency

of the algorithm. In EPANET, coefficients are recalculated for all links after each
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iteration, because system of equations is node based. In the AQ solver system of
equation is loop based hence, coefficients are recalculated only for the links that are in
the loops. This proved to be of great importance for networks that have many branched
parts (almost all real networks) as computational burden of calculating the new
coefficients could mask the real advantages of the AQ solver, as reported by other
researchers (Alvarruiz & Vidal, 2015). To some extent it is similar to the FCPA
algorithm presented by Simpson et al. (2014). This is discussed further in the Chapter 5

presenting results.

Iterative calculations are done until the target accuracy (eps) is met. The convergence
criterion used here is the same one used in EPANET, i.e. the sum of all absolute pipe
flow changes divided by the sum of all pipe flows has to be smaller than some
predefined, target value (default value in EPANET is 0.001):

N, ) )
Y|t -q

_ k=1
eps = NI

Z ‘Qliﬂ
k=1

(3.14)

where k is the number of the pipe and i is the iteration number. After the pipe flows
distribution is determined, head losses for pipes are calculated and the ST is used to
calculate the heads in the nodes.
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4.1 INTRODUCTION

It was noted in Chapter 2 that there are number of different approaches and methods
that are used for the purpose of identifying and creating the sectors (DMAs) in WDN.
Identification of main research questions revealed that, despite all recent advancements
made, scope still exist to further improve water network sectorization methodology,
especially in terms of usability for practicing engineers. Aspects in which these
improvements can be made are: 1) implementation of practical engineering principles,
relevant to the WDN, to govern the sectorization process, 2) computational efficiency of
the algorithm and 3) implementation of hierarchical sectorization. Computational

efficiency of sectorization procedure can be improved by coupling the sectorization

algorithm with new TRIBAL-AQ method for hydraulic simulation presented in

Chapter 3. Possible benefits of such coupling are particularly promising if sectorization
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procedure involves an optimization method in which multiple hydraulic simulations are

required.

Section 4.2 of this chapter presents new algorithm for sectorization of water distribution
network, named DeNSE (Distribution Network SEctorization), as a part of decision
support methodology for sectorization of WDN proposed in this thesis. At this stage of
development DeNSE algorithm is not coupled with any optimization method. Instead,
common sense engineering heuristic is implemented and used to search for (sub)optimal
sectorization solution, in order to reduce the computational burden generally inherited
from the use of optimization. Section 4.3 presents further extensions of DeNSE
algorithm, which are the design of hierarchical sectorization in WDN (4.3.1) and

coupling with an optimization method (4.3.2).
4.2 DENSE SECTORIZATION ALGORITHM

As discussed in Chapter 2, sectorization process should start with the definition of key
sectorization objectives and design criteria, followed by the identification of Pls that
will be used to assess impact of interventions made in the network. Tracking the water
balance in the network is main sectorization objective adopted in DeNSE algorithm.
Designing the sectorization solution that requires least investment in the equipment
necessary for creation of DMAs (flow meters and isolation valves), while keeping the
same level of network’s operational efficiency are main design criteria. Such set of
design criteria is most appealing to many water utilities, especially in the developing
countries, which operate highly inefficient WDNSs with significant amount of water and
revenue losses. Two Pls are adopted to evaluate the effects of the sectorization on
network’s operational performance: 1) Resilience Index (Res), reflecting post-
sectorization reliability of WDN (Todini, 2000) and 2) Water Age (WA), surrogate
metrics for water quality reflecting water retention rate in the WDN.

Presented DeNSE sectorization algorithm employs newly developed network
uniformity index, which drives decomposition into clusters that are not only within
predefined size limits, but are also uniform in size as much as possible. Uniformity
index also favors sectorization in which cluster’s connecting links are ones with smaller

diameters, indirectly providing economically more favorable solution as installation of
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valves and flow meters on smaller diameter links will be less costly. High
computational efficiency is achieved using simple and common sense engineering
heuristics, rather than optimization tools, to position the valves and flow meters on the
connecting links and create DMAs. Furthermore, algorithm presented here does not
come up with a single sectorization solution, but with a range of feasible solutions,
giving the freedom to the decision makers to select the one best suited for their needs.
Following section will cover detailed explanation of DeNSE algorithm. Algorithm is
tested on large real-sized benchmark network, used in literature for various modelling
tasks. Obtained results are presented in Chapter 5, where thorough comparison with
other results previously reported in the literature is also made.

DeNSE algorithm relies on graph theory for identification of Strongly Connected
Components (SCCs), which are afterwards aggregated into clusters based on newly
presented network uniformity index (U). It requires calibrated WDN model as an input
and runs through 3 stages to come up with the best sectorization solution, as shown in
Figure 4.1. First stage is a pre-processing stage in which all the relevant network data is
obtained from the WDN model and prepared for the follow run of the sectorization
algorithm. WDN decomposition into clusters is done in the second stage, based on the
uniformity index. This stage also involves selecting the best solutions that will be
hydraulically analysed in the following stage. Third stage involves heuristic,
engineering based positioning of the valves and flowmeters on clusters connecting links
in order to create DMAs, extended period hydraulic analysis of the solutions and
evaluation of solution’s cost and adopted Pls (aforementioned Res and WA). Finally,
feasible solutions are ranked and preferable solution is selected. Each of the three stages
will be explained in details in the following text.

4.2.1 Input Data

The new sectorization algorithm requires the following input data:

1. Calibrated WDN network model in the form of EPANET input file, which
contains all relevant data (topology, hydraulic characteristic, demand data, etc.)

2. Minimum (n™ ) and maximum (n™) number of property connections per

DMA, as well as total number of connections in the network (nc), since number
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of connections per node is usually not available. Recommendations about these

values can be found in number of available guidelines for DMA creation, and

usually it is considered that number of connections should be in the range of
500-5000 (Farley, 2001; Morrison et al., 2007). It is considered that having

DMAs larger than 5000 connections is not practical as it becomes difficult to

distinguish leakages from the night flow data, while taking more time to allocate

them. It should be noted that the preferable DMA size is network specific,

influenced by many factors and should be determined based on a thorough

analysis of the specific data relevant to the network in consideration.
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Figure 4.1: Flow chart of the DeNSE algorithm
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3. Transmission main threshold diameter ( D,,,;, ). Large diameter pipes connected

in series, running from the networks main source(s) are considered a
transmission main. These are the pipes that convey water between the reservoirs
and tanks and serve as a main supply paths in the network. In this methodology
they are excluded from any interventions. As with the DMA size, value of Dmain
is network specific, usually being 300-350 mm (Ferrari et al., 2014).

4. Pipe closure threshold diameter (Dy). Pipes having diameter equal or larger than

this diameter (D;; =2 D) will not be considered for possible closure within the

heuristic procedure for positioning the valves and flowmeters (part of the 3™
Stage of the algorithm). By default, algorithm uses first class of diameter lower
than the Dy (e.g. if Dmain is 350 mm, Dy will be 300 mm), but user can specify a
different value. However, this will affect the number of isolation valves and
flowmeters required to create the DMASs and consequently, the solution cost.

5. Minimum required and maximum allowed pressures in the network, pmin and
Pmax, @ Well as the maximum Water Age (WAmax) allowed in the network as a

water quality indicator.
4.2.2 Preprocessing — 1% Stage

In the first stage, there are two phases (see Figure 4.1).

Phase 1. In the first phase, transmission mains are defined, based on the Dmain Value,
and excluded from the sectorization process. For this purpose, network is explored
using slightly modified BFS algorithm, simultaneously starting from all main source
nodes (reservoirs). BFS algorithm is modified to prioritize propagation through the links

with diameters equal or greater than Dmain.

Phase 2. In the second phase, 24-hour Maximum Day Demand (MDD) hydraulic
simulation of the analysed WDN is performed to determine the orientation of pipes
(based on water flow directions obtained in the simulation). As a result, directional
graph (DIGRAPH) G is defined with two sets G = <N, C>, set of network nodes N and
set of network links C, where each link is presented with ordered pair of nodes.

Network links with changing flow directions are identified as non-oriented (or links that
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can have both flow directions). Both of these phases are illustrated on a simple example

network shown in Figure 4.2.

The example network consists of 17 nodes, two of which are reservoirs, and 21 links.
Links connecting reservoirs are identified as transmission mains and are excluded from
further analysis. Remaining part of the network, connected to the transmission main
with one link in node 9 should be partitioned into DMASs. Illustrated orientations of the
remaining links are determined based on the results of the hydraulic analysis. Two of
those links are identified as not oriented, and putting that in the context of water
networks, those are usually pipes (links) that are connecting tanks with the rest of the
network. So in an example network, nodes 8 and 2 could be tanks. In a real size water
networks parallel links often exist too. That is why a link should also have an
identification number, because it cannot be uniquely defined with ordered pair of nodes.

s Transmission main
G=<N,C>
N={1,2,3,4,5,6,7,8,9,10,11}

C={(1.5).(5.3).(54).3.4).(3,2).(2,3).(2,4)
(4,6),(6.1).(7.6).(7,8).(8,7).(9.7).(9.8),
(9,11),(11,10),(10,9),(10,4)}

Figure 4.2: Digraph presentation of a simple network with 2 sources and 2 undirected

links
4.2.3 Network clustering — 2" Stage

Partitioning of the WDN into clusters is performed in the second stage of the algorithm.

It is done in three phases.

Phase 1. First step is to identify the SCCs within the previously created DIGRAPH.
Strongly connected component (SCC) is a term from Graph Theory, and it is defined as
a subgraph in which each node can be reached from any other node within that

subgraph. Therefore, SCCs are parts of network where water is circulating during the
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simulation. Due to that fact, control of the water balance and/or water pressure
regulation in SCC parts of the network could be difficult to achieve, so the idea is to
detect SCCs and treat them as aggregated nodes in further network analysis and
clustering. Algorithms for the extraction of SCCs from digraph are well known in the
Graph Theory. The Gabow algorithm (Gabow, 2000) is used in the methodology shown
here. It is chosen due to its linear computational time, which makes it more efficient
compared to the others. This is significant as algorithm has to be able to deal with large
networks efficiently. Gabow’s algorithm requires only one pass through the network
(DIGRAPH) with recursive call of the DFS algorithm with arbitrary selection of the
starting node.

For illustration purposes, a simple digraph shown in Figure 4.2 is used.

Figure 4.3: DIGRAPH transformation to DAG: a) Start the DFS; b) Detected SCCs;
c) Newly formed DAG

Starting the DFS search from the node 2, nodes 3, 4, 6, 1 and 5 are visited (Figure
4.3-a). During the DFS search, a check is made weather the selection of the next node
forms a cyclic path or not. If yes, nodes forming the cyclic path are identified as a SCC.
The algorithm continues until no further propagation is possible. In example shown in
Figure 4.3, the first SCC component identified is composed of nodes 2, 3, 4, 6, 5 and 1.
No further propagation is possible, so the DFS starts again from randomly selected
node, chosen from the set of nodes that were not visited during the first search.
Assuming that the randomly selected node is node 9, and after nodes 11 and 10 are
visited, the second SCC composed of these three nodes is identified. DFS search is

repeated again starting from node 8, and third SCC composed of nodes 8 and 7 is
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detected (Figure 4.3-b). At the end, aggregated DIGRAPH is composed of three
identified SCCs. The DIGRAPH can also be viewed as set of aggregated nodes and two
remaining connected to transmission main with one link (Figure 4.3-c). The most
important property of new aggregated DIGRAPH is its acyclicity, indicating it is a
DIGRAPH without cycles. Such graph is referred to as Directed Acyclic Graph (DAG),
and in terms of water network is very important, because it clearly separates source

from the demand nodes and hence, makes the sectorization of network easier.

Phase 2. In the second phase topological sorting of the identified DAG is conducted.
DAG nodes, represented with SCCs, are sorted from the downstream end, and this order
will be used to drive aggregation of the DAG from the most peripheral SCCs. Again,
simple implementation of recursive DFS algorithm, as explained in Sedgewick &
Wayne (2011), is used for this purpose. In an example shown in Figure 3c, topological
sorting yields following topologically sorted list (TSL): SCCs: SCC1, SCC2 and SCC3.

Phase 3. In this phase aggregation of the sorted DAG, composed of the SCCs
connected between each other and connected to the transmission main, is conducted
based on the newly presented network uniformity index (U). Network uniformity index
is defined as follows:

U= UnetUyWa (4.1)

99

where Unet is network uniformity in terms of cluster size, uy is uniformity of the DMAs
size vector and wagg is relative weight of aggregated links. Each of these variables are
explained in the following paragraphs, followed by the explanation of aggregation

algorithm itself.

Each cluster is characterized with its size (di), calculated as sum of all nodal demands

N _
within that cluster - d; =qu, Nn' being number of nodes in i-th cluster. Network
j=1

uniformity (unet) measures average deviation of clusters size from the preferred DMA
size (dprer). Ideally, all clusters should have size equal to the dprer but, obviously, this is
not possible in real networks. Preferred DMA size is calculated based on minimum and

maximum DMA size, dmin and dmax, 85 d ¢ :@. Minimum and maximum
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DMA size are calculated based on the daily average total demand in the WDN (Qtot,

available from the WDN model), the number of minimum and maximum connections in

the zone ( N™ and n™) and total number of connections in the WDN (nc), given as an
input data:
dmin = Qo n(r:nin; dmax = Qo n(r:nax (4.2)
nC nC

Network uniformity is calculated based on the triangular function f that quantifies
“quality” of cluster size in the rage [0,1] (Figure 4.4). If a cluster i has a size di = dpref,
its value of f will be the best, i.e. fi=1. If a cluster has a different size (i.e. larger or
smaller than dprer) it will have the value of fj <1. Since the function f is equilateral, both
larger and smaller cluster are equally penalized. Extremely large clusters (larger than
2dprer), are scored with the lowest value of f=0. Finally, network uniformity is

calculated as:

_ =l (43)

where N¢ is number of clusters for a given sectorization. Note that maximum value of

unet is 1, if all clusters are equal to dprer, and minimum value is zero.

fid) [ :

.f(a’min):‘f(dmm") """" v ‘ """"""""""

0 » d

O dm‘t’n a’z Cé;r(;/ alnmx 2 d pref
Figure 4.4: Triangular function f quantifying cluster size

Sizing clusters in the range dmin — dmax, and as much as possible close to dpref, IS One
sectorization objective. Sizing them equally is the other one. Sizes of all clusters form

the normalized size vector of a specific sectorization into Ng clusters —
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Ndi Uniformity of this vector is calculated as
cl

2.4

i=1

d"={d/',d;.,d3 ...,dy_}, where df' =

its Euclidean norm (L2 norm):

U, = %(di” )2 (4.4)

=1

If all clusters are equal in size (e.g. di=d2=ds=...=dprer), Which is the most preferable

case, uniformity of the size vector is:

2 2
ubest _ dl + dz 4=
v
Ncld pref Ncld pref

If all nodes are part of the same cluster, meaning worst case scenario in which there is

(4.5)

worst

no clustering, uniformity of the demand vector is U, = 1. To be consistent with the

ranging values of network uniformity metrics (unet), where 0 is the minimum value and
1 is maximum, uniformity of the size vector is scaled to the same range to yield final

form of equation for its calculation:

uy NcI -1
1-———; Ny >1
u, = Ny -1 (4.6)
Relative weight of aggregated links is calculated as:
na%d
2D,

_ =l

Wogq = Inu— (4.7)

2.0

Where n is total number of links, n2% is number of links within the clusters, and D; is
links diameter. In case of large number of clusters there will be unaggregated

connecting links than in the case of small number of clusters. Hence, the value of Wagg
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will be smaller in the former than in the latter case. Minimum value of wagg is zero, if no

aggregation is done, and 1 if all SCCs are aggregated into one cluster.

Flowchart of the aggregation algorithm (Phase 3), based on uniformity index metrics
described above, is given in Figure 4.5. At the initial step of the algorithm, all identified
SCCs are considered as individual clusters. Aggregation of SCCs into clusters is done in
a step by step manner, propagating through topologically sorted DAG obtained in Phase
2 and aggregating in each step nodes whose aggregation will contribute the most to the

network uniformity.

Aggregation algorithm presented here is essentially a Greedy optimization method, in
which aggregation direction is determined based on the highest uniformity index gain.
As with all similar type algorithms, it is not guaranteed that the global optimum solution
will be found. However, the benefit is that generally a good sub-optimal solution can be
found with significant computational time savings when compared to other optimization
algorithms. Aggregation of identified SCCs into clusters is iteratively carried out
through three steps: 1) Identification of candidates for aggregation, based on
topologically sorted DAG (Phase 3a); 2) First aggregation — Selection and aggregation
of candidate with highest uniformity gain (4U) (Phase 3b); 3) Second aggregation done

if predefined conditions, specific to the WDNSs, are met (Phase 3c). Algorithm steps will

be explained now, followed by the illustrative application on a simple example.

Phase 3a. The aggregation algorithm takes topologically sorted DAG (TSL), obtained in
the previous step (Phase 2), as an input data. At initial step all SCCs are considered as
individual clusters, meaning that initial number of clusters corresponds to the number of
identified SCCs. Initial network uniformity index is calculated (U), and iterative part of
the algorithm starts. Sink nodes in TSL (SNs) (nodes not having outlet links) are
identified and marked as visited during propagation. If there are not such nodes, the
algorithm terminates as this means that all nodes are merged into one cluster and there
is no more possibilities for aggregation. First step of the algorithm is identification of
candidate nodes for aggregation (Phase 3a). For all marked sink nodes (SNs) upstream
nodes are identified (UNs). Aggregation of node SNs(i) to its upstream node UNSs(j) is

possible only if all nodes downstream of node UNs(j) are marked as visited during
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propagation. At the end of the Phase 3a list of possible aggregations is created (AGG)
and algorithm proceeds to the Phase 3b in which first aggregation is done.

| 7SL = TOP sorted SCCs |

v

U= Calculat_c init_ial ry END Algorithm
network uniformity
> Phase 3b
SNs = Find sink nodes A Uagg = Calculate network
in TSL and mark as visited : > uniformity for all
¢ : possible agg. in
i AGG list
YES : #
SNs empty ? :
AU=Calc. uniformity gains
Phase3a INO ... : as Uugg - U
-~ \ 4 ".“ :
AGG = create empty #
aggregation list [ find max AU I
—>| fori=1: length (SNs) NO max AU >0
HE 4
UNs = find upstream nodes NO: all nodes YES
of SN (i) : N visited ?
: YES B
_>| forj =1 : length (UN5s) | Aggregate SN to UN with
: : max AU
DNs = find nodes in TSL list : : ¢
downstream of UNs(j) : :
: Update U and TSL list
< All DNs nodes NO i e
P P ae viel ) H
are marked as visited : Mark all DNs = find nodes in TSL list
¢ YES UNs downstream of UN
Expand AGG list as visited that are in the SN list
SNs(i)~ UNs(j) v
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DNs empty ? >
Y _ Y NO
A

Phase 3¢

Uagg = Calculate network
uniformity for all
nodes in DN list

v

i |AU=Calc. uniformity gains
: as Uagg -U

v

Aggregate DNs with
AU>0to UN

v

Update U and TSL list

Figure 4.5: Flowchart of the aggregation algorithm (Phase 3)
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Phase 3b. For all aggregations contained in the AGG list, new network uniformity

indices are calculated (Uagg). Uniformity gains (AU) for possible aggregations are

calculated as the differences in uniformity between new indices and index from the

previous step AU=Uagg — U. Maximum uniformity gain is selected and if it is positive
(AUmax>0) algorithm continues, aggregates corresponding sink node (SN) to its

corresponding upstream node (UN), updates U and TSL and terminates Phase 3b. If

AUmax< 0 and there are still nodes that are not visited during propagation, it indicates

that none of the current aggregation possibilities contributes to the network uniformity.
Hence, aggregation is not done, all upstream nodes are marked as visited and algorithm
returns to the beginning of its looped part. On the other hand, if all nodes are already

visited (and AUmax<0), it means that local optimum has been reached and network

uniformity cannot be improved further. Having in mind that the goal is not to find the
solution with highest uniformity index, but rather a set of solutions with “good” value of
uniformity index that will be hydraulically analysed later in 3™ Stage (Figure 4.1),
aggregation will continue until all nodes are aggregated into one cluster. If there are
other visited nodes downstream of the upstream node UN (DNSs), in which SN has been

just aggregated, algorithm proceeds to the Phase 3c.

Phase 3c. Again, array of new network uniformity indices (Uagg) corresponding to
aggregation of nodes from DNs to the UN node is calculated, followed by the

calculation of uniformity gains (AU). All nodes with positive AU are aggregated to the

UN, U and TSL are updated and algorithm returns to the beginning of its loop. Phase 3c
is implemented to avoid the case in which small peripheral nodes remain unaggregated
until late stages of aggregation. This could happen as such nodes usually have relatively

small uniformity gain and aggregation would continue past them further upstream.

Application of described aggregation algorithm will be illustrated on a simple example
shown in Figure 4.6. Example is derived from Figure 4.3-c, adding 6 more SCCs for
illustration purposes. For the sake of simplicity, total demand of 20 L/s is assigned to all
9 SCCs. Diameters of the links connecting SCCs are shown in Figure 4.6 in millimeters.

Minimum (dmin) and maximum (dmax) DMA size are set to 40 and 80 L/s respectively,
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which yields preferred DMA size (dprer) 0f 60 L/s. Numerical values for all aggregation
steps are shown in Table 4.1 to complement graphical illustrations in Figure 4.6.

Figure 4.6: Aggregation algorithm illustrated on a simple example
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Table 4.1: Numerical values for aggregation steps

Aggregation steps are as follows:

step AGG N Unet Uy Wagg Uag AU U

0 9 0.333 1.000 0.000 0.000
1 1-3 8 0.375 0.977 0.095 0.035 0.035

2-5 8 0.375 0.977 0.119 0.044 0.044 0.044
2 1-3 7 0.429 0.964 0.214 0.088 0.045 0.088
3 3-7 6 0.500 0.916 0.333 0.153 0.064 0.153

4-7 6 0.500 0.963 0.310 0.149 0.060
4 4-7 5 0.467 0.845 0.429 0.169 0.016 0.169
5 7-9 4 0.417 0.763 0.524 0.166 -0.003
6 5-8 4 0.583 0.845 0.548 0.270 0.101

6-8 4 0.583 0.889 0.524 0.272 0.103

7-8 4 0.417 0.763 0.548 0.174 0.005

9-8 4 0.583 0.889 0.571 0.296 0.127 0.296
7 7-8 3 0.333 0.683 0.786 0.179 -0.117

5-8 3 0.556 0.856 0.690 0.328 0.032

6-8 3 0.778 0.950 0.667 0.493 0.196 0.493
8 7-8 2 0.333 0.652 0.881 0.192 -0.301

5-8 2 0.500 0.985 0.786 0.387 -0.106 0.387
9 7-8 1 0.000 0.000 1.000 0.000 -0.387 0.000

- highest uniformity gain

Step 1: Identified sink nodes are 1, 4, 2 and 6, and they are marked as visited

during propagation. Viable candidates for aggregation to corresponding

upstream nodes are determined in Phase 3a: node 1 corresponding to node 3 and

node 2 corresponding to node 5. In Phase 3b it is concluded that aggregation of

node 2 will contribute more to the network uniformity than aggregation of node

1 (as AUz > AU13) hence node 2 is aggregated to node 5 and the algorithm

proceeds to the next step.

Step 2: In this step the only viable aggregation is aggregating node 1 to node 3.

Since AU1.3 is positive, aggregation is done and the algorithm continues.

Step 3: Now there are two possible aggregations — node 3 to 7 and node 4 to 7.

Node 3 is aggregated as it is a better alternative (see AU values in Table 4.1).
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e Step 4: In this case the algorithm enters Phase 3c, since node 4 was already
visited during the propagation and it is located downstream of node 7 (to which
node 3 was just aggregated). Uniformity index gain for this aggregation is
positive and hence node 4 is also aggregated into node 7.

e Step 5: Aggregation of node 7 to 9 is the only viable alternative left. As its gain
is negative, there will be no aggregation and node 9 is marked as visited.

e Step 6: There are 4 possibilities for aggregation: 5 to 8, 6-8, 7-8 and 9-8. The
highest uniformity gain provides aggregation of node 9, hence this node is
aggregated to node 8.

e Step 7: Out of the 3 possible aggregations, the best one is aggregation of node 6

to node 8 (see corresponding AU values in Table 4.1).

e Step 8: Both aggregation alternatives (7-8 and 5-8) have negative uniformity
index gains, meaning that sub-optimal aggregation solution is reached. From this
point on, any aggregation will decrease network uniformity index. Since

AUsg >AU7.¢ node 5 is aggregated.

e Step 9: Finally, node 7 is aggregated to node 8 creating a single cluster which
terminates the algorithm.

Evolution of network uniformity index is shown in Figure 4.7, where uniformity is

plotted against the number of clusters corresponding to each aggregation step.

Figure 4.7 illustrates that the highest uniformity index value corresponds to network
sectorization into 3 clusters with total demands of 40, 60 and 80 L/s. Sizes of all three
clusters are within predefined DMA size limits (40 — 80 L/s). Clusters are connected
with three links between them. Next aggregation step leads to the solution with 2
clusters, having total demands of 80 and 100 L/s. Obviously this solution does not meet
DMA size constraints, as one cluster is larger than dmax. However, there are now two
links connecting 2 clusters which requires less isolation valves and flow meters to

isolate them and create DMASs than in the case with 3 clusters.
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Figure 4.7: Evolution of network uniformity index during aggregation process for

simple example

Additional clarification about the evolution of network uniformity index during the
aggregation process is made here. As Figure 4.7 illustrates, uniformity index is initially
zero when all SCCs are considered as individual clusters and no links are aggregated.
Gradually its value increases reaching maximum at some aggregation step, after which
it begins to decline. Uniformity index will finally reach the value of zero, since all SCCs
are part of a single cluster at the end of aggregation procedure. However, generally this

may not be the case depending on the network layout and identified transmission main.

In simple example analyzed above, after removal of the transmission main all SCCs are
part of one independent district connected to the main. Figure 4.8 illustrates a different,
more complex and general example. In this case there are 11 SCCs that make three
independent districts connected to the main. Hence, aggregation will start from 11
clusters and at the end of the procedure there will be three clusters. Further aggregation
is not possible as clusters are separated by the removal of transmission main and are not
connected to each other. Also, terminal uniformity index value will be different from

ZEro.
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Figure 4.8: Evolution of network uniformity index during aggregation process in

general case
4.2.4 Creation of DMAs and evaluation of solutions — 3 Stage

The clustering of DAG, made out of identified SCCs, based on network uniformity
index is finished at the end of the 2" Stage. As described above, clustering is done in a
step by step process, preserving the data about clusters’ structure at each aggregation
step. Note that the number of aggregation steps corresponds to the number of identified
clustering solutions. Obviously, not all of the solutions are of interest, only the ones

with high value of network uniformity index are.

Prior to execution of the 3" Stage itself, selection of solutions that will be hydraulically
analyzed and evaluated for satisfaction of selected Pls is made. Default number of
solutions (Nsoi) for the 3™ Stage analysis is set to 15, which is considered to be large
enough set of solutions for multi-criteria ranking. Selection of solutions is made based
on network uniformity index values obtained at each aggregation step. Solution with the
highest uniformity index is selected (best solution), together with additional 14
solutions from succeeding aggregation steps. Additional solutions are on the recession
part of uniformity index plot (Figure 4.7) characterized by lower value of uniformity
index (than the best solution) but also by smaller number of clusters. Clusters connected
only to the transmission main and having size smaller than dmin are removed from each
solution and excluded from further analysis. Such clusters are below minimum DMA

size limit and will not be considered as a DMA.
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After the selection of solutions for evaluation has been made, 3™ Stage of the algorithm
is evoked. There are two main steps in the 3 Stage: 1) Conversion of clusters into
DMAs (Phase 1) and 2) Evaluation of solutions’ cost and adopted Pls (Phase 2).

Phase 1. To convert clusters into DMAs, flow meters and isolation valves have to be
positioned on clusters’ boundary edges. Positioning of the flow meters and valves is
done based on engineering heuristics. Continuing from the simple example used to
describe aggregation algorithm (Figure 4.7), let us consider the solution with the highest
value of network uniformity index. This solution has 3 clusters and 4 boundary edges to
be considered for installation of flow meters/valves. For methodology illustration
purposes, another branch of transmission main and 4 boundary edges are added to this

solution (Figure 4.9-a).

mm  Flow meter
<4 [solation valve

Figure 4.9: Heuristic positioning of flow meters and isolation valves to convert clusters
to DMAs (3" Stage’s Step 1)

Boundary edges are labeled as L1 through L8. Flow orientations during 24-hour MDD
hydraulic simulation, obtained in Phase 1 of the 1% Stage, are indicated with arrows.
Pipes with changing direction are indicated using dashed lines without arrows.
Non-oriented pipes are only those connecting clusters with the transmission main, as
identified clusters resulted from the DAG analysis. In this case, there is only one such

pipe (L2). Heuristic procedure is comprised of the following three steps:
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Non-oriented pipes are identified and the pipes in which absolute difference
between maximum and minimum flow rate is less than 0.2 L/s are marked for
closure, as this is considered as negligible flow rate (L2).

All links connecting clusters with the transmission main, oriented from the
clusters to the main, are closed (L3 and L8 in the example shown). These are the
pipes returning water from the demand nodes into the main, hence it is
considered that they are not supply pipes and can be closed without negative
effects on systems hydraulics.

Supply pipes of each cluster (oriented towards cluster) are analyzed
independently. It is sufficient to analyze only supply pipes as graph is a DAG
and one clusters’ output pipes are others’ supply pipes. Supply pipes for a
cluster are identified and pipe with largest maximum inflow to the cluster (Qmax)
is considered as main supply pipe, and will not be considered for closure.
Maximum capacity of this pipe (Cmax) is calculated based on maximum
allowable velocity of 2.0 m/s, and its remaining capacity iS C = Cmax — Qmax. All
remaining supply pipes having diameter larger than threshold value supplied as
an input (Dy) are candidates for closure. Their maximum capacities are
calculated in the same manner (Cmax), and they are analyzed one by one, starting
from the link with the lowest maximum flow rate (gmax). When a pipe i is

considered for closure, resulting residual input capacity is calculated subtracting
i-th pipe capacity as Cy =C+ ) Crax —Crax (). If reduced capacity is still

larger than the maximum flow rate carried by the i-th pipe (Cc > gmax(i)), pipe is
closed by setting its capacity to zero (Cmax(i) =0). Iterating through this
procedure, candidate pipes are closed until input capacity is fully exhausted.
Applying this to the simple example in figure 8 would result in closure of input
pipe L4 for cluster CL 1 and pipe L5 for cluster CL 2. Cluster CL 3 has only one

input link, so it remains opened.

At the end of the Phase 1, flow meters and isolation valves are positioned on the clusters

boundary edges converting them into DMAs (Figure 4.9-b).

Another approach for positioning of the flow meters and valves is the optimization

method, which considers each boundary pipe as closed or open. Since it is not
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uncommon that number of boundary edges exceeds several tens in the case of real
WDNSs, the optimization method could be very time consuming hence it was not
implemented here. In addition to that, most of that time is spent on testing of unfeasible

alternatives.

Phase 2. After definition of its DMAs boundaries, each solution is subjected to the
extended period hydraulic simulation to investigate the effects of modifications made to
the network. Firstly, feasibility of solution is considered through evaluation of pressure

constraints in each node:

pi,t 2 Prmin pi,t < Pmax (4-8)

where pit is pressure in i-th node in simulation time step t, and pmin and pmax are
minimum and maximum allowable pressures in the network. If solution does not meet

pressure constraints it is considered unfeasible and it is excluded from further analysis.

For each feasible solution, cost and two adopted Pls are calculated, together with a
number of other parameters used for evaluation of the solution. Cost of the solution and

the adopted Pls are calculated as follows:

1. Cost — Cost of the solution is calculated based on the unit cost of devices
installed to create the DMAs (flow meters and isolation valves). Unit cost
functions are taken from De Paola et al. (2014) and shown in Figure 4.10.
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Figure 4.10: Unit costs functions of flow meters and isolation valves

pg. 89



Chapter 4: Uniformity and heuristic based algorithm for sectorization of WDN

2. Average network resilience index (Todini, 2000), calculated as mean value over

the simulation time period (T). Resilience index is represented as the ratio of
residual amount of power in the network after satisfaction of nodal demands and
maximum amount of power that can be dissipated in the network internally,

while satisfying the nodal demands and minimal pressure constraints:

Res = mean

n.
iQi (hi - hu*)
e nr i=1

Np Pk Nt nj .
DQH;+D -+ QH =D agh
k= 7 1= i=1

=1

(4.9)

where nj is number of junctions, nr is number of reservoirs, np is number of
pumps, ne is number of tanks, gi is nodal demand at node i, h; is nodal head at
node i, hi* is minimum nodal head at node i, Q; is discharge from the reservoir j,
Hj is head in reservoir j, Pk is the amount of power introduced in the network by
pump kK, y is specific weight of the water, Qiis demand of tank | and H;is head in
tank I.

Average water age in the network over the last 24 hours of extended period
simulation (WA):

rlj T

2. 2 WA

WA= i=1t=T-24 (4.10)

24n i
Where WA{! is water age in junction i at time t. Water age is also often calculated
as demand-weighted water age to give more significance to nodes with larger
demands. In this research, equation (4.10) is used for WA calculation instead, in

order to be comparable with other methodologies available in literature.

Other parameters calculated to aid evaluation of solutions are:

1
2
3.
4

. Aconn — Average number of connections per DMA.

Number of DMASs (Npma), number of meters (Nm) and number of valves (Nv),
NL — Number of DMAs larger than maximum DMA size (dmax ),
NS — Number of DMAs smaller than minimum DMA size (dmin ),
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In addition to cost, Pls and parameters characterizing solution, listed above, for each
DMA in a solution three following Pls are calculated:

1. p& poin . plaX — mean pressures over the 24 hours in a DMA, which can be

a good indicator of potential leakage reduction benefits - average, minimum and

maximum respectively calculated as:

Poma = an e DMA, pJ = pa\,j ) pminj or pman (411)

j
2. Respma — Average resilience index for a DMA, calculated per equation (4.9),
only this time accounting for nodes within considered DMA and
3. WApma — Demand weighted WA for a DMA, averaged over entire extended
period simulation. Demand weighting is used to account for difference of size

between DMASs in terms of demand.

WApya =LEL——  ¥n; e DMA (4.12)

After the 3" stage, sectorization algorithm’s run is completed, resulting in set of feasible
solutions. This is one of the main advantages of presented methodology, as it gives an
array of alternative DMA designs to the decision maker. One can opt for a solution with
large number of small DMAs or for a solution with small number of large DMAs, or
anything in between. This is especially convenient for the analysis of large WDNSs
without previously established DMAs, where DMAs strategic planning should be
addressed carefully. It is up to a decision maker to select sectorization solution best
suitable to his preferences, based on calculated Pls and other parameters listed above.
To aid the selection of preferable sectorization solution all feasible solutions can be
plotted on two trade-off plots, to investigate how they behave against each other in
terms of cost, water age and resilience (Figure 4.11). First plot should relate solution’s
cost to its resilience index, and the second plot would show a trade-off between

solution’s cost and water age. Figure 4.11, in which axis arrows indicate direction of
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increasing preference, illustrates that solutions Sol-2 and Sol-9 have the lowest
implementation cost, but have different influence on network’s operation as indicated
by calculated Pls. Solution Sol-2 outperforms solution Sol-9 in terms of resilience

index, but significantly more affects water age in the network.

@ Best sectorization solution

o 0 Yol © Sol-6
gol-8 Sol-7
Sol-2 o
- Sol-7

Sol-9 Sol-1 Sol-4  Sol-3 — o Sol-4
N © = Sol-8 -

§ Nl Sol-5

Sol-1 smg
Sol-5 Sol-9
Sol-2 O
Cost [EUR] Cost [EUR]

Figure 4.11: Trade-off plots aiding the selection of best feasible sectorization solution
4.2.5 Implementation of DeNSE algorithm

Presented methodology is implemented as per Figure 4.1. The 2" Stage of the algorithm
(Network clustering algorithm) is written in C++ programing language to ensure high
computational efficiency. It is compiled as a dynamic link library (DLL) that can be
used externally to perform clustering. For hydraulic simulations (in Step 2 of the 1%
Stage and Step 2 of the 3" Stage) EPANET DLL, modified to include TRIBAL-AQ

method for hydraulic simulation (as shown in Figure 3.7 and described in section
3.3.2.2), is used. Using modified EPANET DLL, hydraulic simulations can be
performed either using the GGA solver (already present in EPANET) or the improved
AQ solver (added to EPANET source code).
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4.3 EXTENSIONS OF DENSE SECTORIZATION ALGORITHM

So far, this Chapter covered presentation of new algorithm for sectorization of WDN
into DMASs, DeNSE, which introduced new uniformity index driving the sectorization
process and some heuristic engineering criteria. DeNSE algorithm provides a set of
feasible solutions, allowing decision maker to select one best suitable to his preferences.
Extensive benchmarking results of DeNSE algorithm on a large real sized case study are
given in the following chapter (Chapter 5), validating initially assumed working
hypotheses. Aim of this section is to give an overview of other possible utilizations of
DeNSE algorithm introduced here, and its upgrade in the extension of the work
presented in this thesis.

4.3.1 Hierarchical sectorization of WDN with DeNSE algorithm

Chapter 2 covered the literature review on available algorithms for automatic
sectorization of WDN into DMAs and benefits they provide over the traditional manual
“trial and error” approach. Main advantage being ability to investigate wider specter of
feasible solutions. However, none of the presented researches discussed reliability of
WDN model data that is used as a main input. This is an important issue as reliability of
model, supplied by the local water utility, can vary significantly. In developed countries
water companies are usually efficiently managed and well organized, having access to
reliable input data about networks’ consumption, water losses, infrastructure (e.g.
network pipeline and layout) etc. Significant measures have already been taken to tackle
the water loss issue resulting in physical losses (e.g. leakages and pipe failures) being
dominant in such WDNs. Prerequisite of having the detailed, well calibrated network
model, with sufficient measuring data (e.g. pressures and flows), is usually fulfilled. On
the other hand, WDNs in developing countries are faced with significant water losses,
main portion of them being apparent losses such as systematic data handling errors,
customer metering inaccuracies and illegal consumption. In addition to that, there is
high level of uncertainty regarding the available network model and consumption data
supplied by the local water utility.

Having said all of the above, main purpose of WDN’s partitioning into DMAs has to be

defined prior to sectorization itself, as it is specific to the system in consideration. For
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WDNs with negligible apparent losses, detailed sectorization (i.e. into more smaller
DMASs) makes sense, as it will allow easier identification of real losses and can be used
additionally for better pressure management purposes. For WDNs with dominant
apparent losses and unreliable input data, high resolution sectorization is not justified.
Main goal should be adopting the sectorization solution that will enable tracking the
water balance in the network and dealing with apparent losses, without endangering

network reliability in terms of water supply and network pressures.

Prior discussion points to the need of hierarchical sectorization for WDNs with
insufficient reliable input data, characterized with high water losses. Sectorization
process should be carried out in phases, starting with a few DMAs that can be larger
than size recommended by different guidelines. In the following stages, as the
knowledge of the system increases and more reliable data is obtained, originally
established DMAs can be partitioned further. With increased resolution of the
sectorization, it is usually required that new DMASs keep previously created boundaries
of the original DMA layout. In this manner economical aspect is addressed as this

implies minimization of costs.

There is a single research that considered hierarchical sectorization of WDN (Scarpa et
al., 2016). Methodology presented there is based on progressive union of initially
identified elementary DMAs. This can be viewed as bottom-up approach. A top-down
approach of sectorization would be closer to engineering perception and more in
accordance with the phased creation of DMAs in practical cases explained in paragraph
above. Top-down DMAs design approach can easily be carried out with DeNSE
algorithm performing its recursive call. For illustration purpose of top-down

hierarchical sectorization simple example network shown in Figure 4.12 is used.

Flow chart of the procedure required to create two level hierarchical partition is shown
in Figure 4.13. Let’s recall the section 4.2.1 where necessary input data for DeNSE
algorithm were given. Among others, listed there are: 1) minimum (nc™") and maximum
(n<™) number of connections per DMA (e.g. nc™"=500 and n."*=5000 per some
guidelines), 2) total number of connections in the network (n¢) and 2) diameter
threshold for transmission main (Dmain). Additional data for hierarchical clustering
would be desired number of DMAs for first hierarchical level solution (Nzones). As
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discussed earlier, first level solution should address the issue of tracking water balance
in the network. Staff in charge of operating the WDN have extensive knowledge about
the system and usually can provide a good estimate about the number of DMAs
necessary for tracking the water balance. Since each WDN is specific, it makes sense to
use this as an input parameter for first hierarchical level solution. Pipes connected in
series, having diameter larger than 300-350 mm, are usually considered transmission

main in the network. However, for first level sectorization solution, larger value for

Dmain Should be used (e.g. Dmam =500 or 600 mm), as goal is to partition the network in

relatively small number of DMAs that can contain larger number of connections than

recommended value of nc™*. Smaller value of Dmain Should be used for second level

sectorization (Drlnlam <D, main )» @S this is finer resolution sectorization.

Figure 4.12: Example used to illustrate hierarchical zoning of the WDN

Procedure illustrated in Figure 4.13 starts by acquiring necessary input data for DeNSE

algorithm, together with previously elaborated additional data (Nzones, D,Inain and Dr'n'ain).

In following step, expected number of connections in Nzones is calculated as:
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n
nlones — € (4.13)

N Zones

which will definitely be larger than maximum recommended size for DMA, expressed

through the number of connections (né\IZones > n™). Within first call of DeNSE

algorithm, value né\'m”es is used as upper limit for DMA size and Dr:qain to identify the

transmission main. Upper DMA size limit is used in phase 3 of the 2" Stage of
algorithm to define triangular function quantifying cluster size (see Figure 4.4). DeNSE
algorithm, with all of its stages (see Figure 4.1), is run on the whole network resulting in
a set of feasible solutions, from which user has to choose one. This completes first level
sectorization and selected solution is regarded as 1% level hierarchical solution. For

example network used here this solution is shown in Figure 4.14-a.

Input Data Identify large ]%%AS with

n,>n,

I 7
Nzones, Dmain» Dinain

Y
! Reduce network graph to
Calculate n:\:"”‘“ contain only large DM As
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U szrm max i
s€ n[‘ i as n.’: USG nc i a‘nd D;najn
and D jain
Y
Run DeNSE algorithm Run DeNSE algorithm on

on whole network

Y

Identified large DMAs

Selection of 1* Level
Sectorisation Solution

Y

Selection of 2™ Level
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Figure 4.13: Flow chart of 2-level hierarchical sectorization procedure
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[] DMAs in the range nl_'“i“ <n,<n™

[] Large DMAs with n,>n™" !

( Dmain
[R]

Source nodes

main

a) b)
Figure 4.14: Hierarchical sectorization explained: a) first level; b) second level

As illustrated, 1% level solution will have some DMAs that are within DMA size
constraints (nc™" < ne < nc™) and there is no need to partition them further. There will
be also DMAs that are larger than recommended size (nc > nc™®), which are identified
as candidates for second level sectorization. Original network graph is reduced to
contain only large DMASs. As source nodes are required to obtain transmission main in
network graph, and large DMA does not necessarily contain reservoirs or tanks,

connecting points of each large DMA to the transmission main identified in first level

are marked as source nodes. In second call to DeNSE algorithm value Dr'n'ain Is used as

transmission main threshold and value n;" as upper limit for DMA size. Again, 2"
level hierarchical solution is selected from a set of feasible solutions. Results of second

level sectorization are illustrated in Figure 4.14-b.

Finally, Figure 4.15 shows both sectorization solutions side by side — first and second
level. First level solution has 4 DMAs and second level 8 DMAs in total, where 6 of
them are derived from two large DMAs identified in first level sectorization while
keeping the original two DMAs.
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First hierarchical level Solution Second hierarchical level Solution
with 4 DMAs with 8 DMAs

Figure 4.15: Hierarchical sectorization: a) first level; b) second level
4.3.2 Coupling of DeNSE algorithm with an optimization method

Section 4.2.4 described 3™ Stage of the DeNSE algorithm, which converts clusters
identified in the 2" Stage into DMAs by positioning the flow meters and valves on their
boundary edges. For this purpose, DeNSE algorithm uses new procedure based on
common sense engineering heuristics. Criteria on which procedure is based are pipe
diameters, orientation of the flow and maximum flow rates during the 24-h time period.
Alternative approach to heuristic procedure, currently employed in DeNSE, is the use of
an optimization method to determine the status of clusters’ boundary pipes. Inside
optimization algorithm each boundary pipe should be considered as opened or closed.
Having in mind that for real WDNs there can be several dozens of boundary pipes,
optimization method can be significantly time consuming. Reasoning this in particular,
heuristic procedure was chosen over the optimization method as more computationally
efficient and implemented in DeNSE. Heuristic procedure by no means implies optimal
positioning of the flow meters and isolation valves. Main benefit of optimization

methods over the heuristic procedure is the ability to investigate broader specter of
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feasible alternatives. Hence, there is still room for implementation of optimization

methods in future development stages of methodology presented here.

Choice of suitable optimization method is not an easy one. Even though there are many
information available in the literature regarding the optimization topic, it is easy to get
lost among existing techniques and discrepancies in their description in different
sources. Very brief overview of available optimization methods is given here, followed
by the selection of one to be used in DeNSE algorithm and illustration of its

implementation.
4.3.2.1 Available optimization methods

Figure 4.16 shows the most general division of optimization methods (Cavazzuti, 2013).
Deterministic optimization assumes that there are no random elements appearing in
optimization procedure. Synonym for deterministic optimization is gradient based
optimization, as calculation relies on computation of objective function gradient. In the
literature it is also referred to as mathematical programing, as this is the only
optimization method accepted and used in the field of mathematical science. Stochastic
optimization is directly opposite to deterministic, as randomness in the search procedure
is allowed. Depending on a manner in which randomness is implemented in the
optimization, different methods are available. Simulated Annealing, Particle Swarm
Optimization and Game-Theory based Optimization are some of the methods belonging
to stochastic optimization methods. Special subset of stochastic methods, probably the
most important one and commonly used in the field of applied engineering, are
evolutionary optimization methods correlating to Darwin’s evolution theory.
Evolutionary optimization starts with a set of samples (population) evolving through
combination of best performing individuals to generate an offspring, expected to have
better performance. Combination of population’s individuals is done through bio-
inspired processes of mutation, cross-over and selection. Genetic optimization is
considered a special case of Evolutionary optimization. Input variables are discretized
and coded into a binary string referred to as gene. Evolution of the population is

influenced mainly by the cross-over process.
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Deterministic optimization is by definition a single objective optimization. Stochastic

optimization allows multiple objective functions to be defined, so it can be either single

objective or multi-objective.

Optimization
Methods
Deterministic Stochastic
Optimization Optimization

v v v

Unconstrained
Optimization

Constrained
Optimization

Evolutionary
Optimization

Other types of
Optimization

!

!

Single objective
Optimization

Multy-objective
Optimization

Figure 4.16: Hierarchical division of optimization methods

Deterministic optimization methods belong to local optimization methods, as they can
get stuck in local minimum, coming from the fact that gradient based methods search
for the stationary points in the objective function. Local optimization methods are very

sensitive to the selection of the starting search point (Figure 4.17).

A

bad starting

search points good starting

scarch points

Local
minima

Global

minima

Y

Figure 4.17: Deterministic optimization and local minima problem
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Stochastic optimization methods can overcome local minimum problem as they are not
based on gradient search. Hence, they are global optimization methods. Global
optimization methods work on a set of solutions, and even though the finding of the

global optima is more likely than in the case of local methods, it is not guaranteed.

Both deterministic and stochastic optimization methods can be constrained or
unconstrained. For deterministic methods this is more important as unconstrained
optimization is fairly simple, while taking constraints into consideration problem
becomes much more difficult to solve. Some of unconstrained deterministic
optimization methods are Linear programming, Quadratic programming and Nonlinear

programming.

Comparing deterministic and stochastic optimization methods, both approaches have
advantages and drawbacks. Convergence to a solution is generally much faster with
deterministic methods. Being based on rigorous mathematical relations without
stochastic elements, results are irrefutable and replicable. However, problems of
stacking in local minimum and poor convergence in areas with small gradients cannot
be neglected. Most importantly, problems involving multiple objective functions must
be subjected to stochastic optimization.

4.3.2.2 Implementation of GA in DeNSE algorithm

Based on the discussion made above, genetic algorithm (GA) is chosen as the best
suitable optimization method to replace the heuristic procedure for positioning of the
flow meters and isolation valves in the 3" Stage of DeNSE algorithm. Flow charts of
both procedures, currently implemented one and proposed one employing GA, are
shown next to each other in Figure 4.18 for comparison. Proposed procedure with
implementation of GA is now explained, followed by the discussion on its benefits.

Following the 2" Stage of DeNSE, in which clustering of the network is done, several
clustering solutions are selected to enter the 3™ stage which involves placement of the
flow meters and valves on boundary edges. Currently employed heuristic procedure is
carried out in three steps, explained in detail in section 4.2.4. Proposed, GA based
procedure keeps one of these steps — step in which boundary edges that always return

water from the clusters to the transmission main are closed. This is executed prior to the
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GA itself. These pipes are not on supply paths, and as such can be considered redundant
and closed without the effect on system’s reliability. Additionally, this reduces the
solution search space for the follow on GA. Implementation of GA will be explained

using the simple example already used to illustrate heuristic procedure (Figure 4.19).

N solutions selected after
2" Stage for evaluation

Y

i=1: N solutions

v

Close boundary edges
returning water to the main

Y

Genetic Algorithm

N solutions selected after JCTC——, ¢ .................................................

2" Stage for evaluation 3 - <

F Coding boundary
H edges of clusters
Y E ¢
i=1:Nsolutions R Initialize population
Jrererer— Jr. : P (g=0)

He_l{rlst_lc R o : For each individual in P (g): Selection of best
positioning valves & flow : <> decode ch formi
meters on boundary edges ] - decode chromosome p Perlorming

of clusters - run hydraulic simulation individuals
¢ - evaluate OF PP (g)
. 1 [ Evaluate fitness for Crossover &
Run extended period ; E each individual in PP (g) Mutation
hydraulic simulation : : ¢
Replace individuals from P (g)
Is i-th solution with ones from PP (g)
feasible ? creating new generation P (g+1)
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Y
Obtain best positioning of
flow meters & valves
for i-th solution
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...................................................................

Y

.......................................
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based on their Pls

v v
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a) b)

Figure 4.18: 3" Stage of DeNSE algorithm: a) heuristic based; b) proposed — GA based
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Figure 4.19: Simple example illustrating implementation of GA: a) one clustering
solution after the 2" Stage; b) coding of the remaining boundary edges

Entering the 3" stage, illustrative clustering solution in Figure 4.19-a has 3 clusters with
8 boundary edges. After the closure of ones always returning water to the main (L3 and
L8), there are 6 remaining pipes whose status should be determined. Pipe is either
closed by placement of isolation valve, or it remains open and is equipped with flow
meter. That being said, pipe status is the only independent variable taking one of two
values — opened or closed. In GA, solutions are coded into chromosomes represented
with a string of bits (Figure 4.19-b). Parts of that string are coded variables (genes).
Number of genes equals the number of pipes with unknown statuses. String of 1 bit is
sufficient for representation of each gene, as there are only two possibilities for the
status of the pipe (e.g. 1 —closed or 0— opened). After length of chromosomes is
determined, population containing m individuals is initialized (P(g=0)) and its evolution
process through generations begins, employing main GA’s operations (Figure 4.20).
First step is to decode each solution from generation, run hydraulic simulation and

evaluate its objective function (OF). Next step is the selection of best performing
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individuals — parents to generate offsprings. Selection process is responsible for
controlled stochastic behavior of GA and it can follow different rules such as roulette-
wheel or tournament selection. It means that randomness of the selection process is
biased by the fitness of the objective function in the way that better solutions have better
chance to be chosen (selected) and take part in the crossover. After the 2 parents are
selected (xi & x; in Figure 4.20), they exchange their coded material at the randomly
selected point (also called crossover point) and the new coded solutions are created (xi
& x; ). Crossover is usually implemented with probability which is close to 1.0 (0.8 -
0.9 are preferred values), and it is one of the parameters of the GA. Mutation operator is
implemented by altering randomly picked bit in the coded solution from 1 to O or vice

Vversa.

| X = (X1,Xz, ... ,xm)’—»| foixe— R|—>

hydraulic
simulation

decoding fitness evaluation

replacement

mutation

—
)
T
=3
P
-
=]
i
5

=g

)
~
[42]
SN

Figure 4.20: GA evolution process

Crossover and mutation operations are illustrated in Figure 4.21. Probability of
implementing mutation is also the GA parameter and generally should be quite low
(0.01) since the aim of GA is to be driven by crossover rather than mutation. By
implementing selection, crossover and mutation, the new set of usually better solutions
is created (new generation — P(g+1)), and the whole process is now repeated (decoding,
evaluation, selection, crossover, mutation) until the maximum number of generations is

reached.
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Finally, summarizing described GA method, parameters that have to be defined for its
application are listed:

e Population size — number of individual solutions in population,
e Chromosome length — number of bits coding one solution,

e Crossover probability — usually 0.8 — 0.9,

e Mutation probability — usually < 0.05 and

e Number of generations to evolve.

crossover point: mutatiaI point:
x;" [o[1]o[o]1]0] X" 1]0] X} [1]0]
X’ — x;” [o]1]o]0] X" [o[11]0]

f

mutation point:

crossover mutation

Parents Offsprings

Figure 4.21: Crossover and mutation operations

The efficiency of GA will depend on the adopted values for above listed parameters.
Proposed values are just a suggestion, since different objective functions will require
different set of values for parameters to achieve the same efficiency. Objective function
for proposed implementation of the GA considers only economical aspect — solution
cost. The informal definition of GA could be that it is optimization method that searches
for optimum solution in discrete multidimensional space without constraints. Network
sectorization problem is constrained with the request that any implemented
interventions do not endanger network’s operating reliability, providing feasible
sectorization solution. In DeNSE algorithm’s methodology, feasibility of the solution is
assessed through evaluation of pressure constraints given by equation (4.8). The only
way to impose constraints in the basic form of GA is by using penalty function within

OF. Objective function is defined as:
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penalty for lowered pressures penalty for increased pressures

nj
OF =Cost+_ max(O,Apilmin—Api,min)+max(0,Api’maX—Api,max) C, (4.14)
i1

where Api*,min :max(o, Prmin — p,*) is pressure deficit in i-th junction after network
interventions and  Ap; i, = max(O, Prmin — Pi ) is pressure deficit prior to any network

interventions. Same goes for pressure surplus in junction: Ap:max = max(O, pi* — pmax)

is pressure surplus in i-th junction after network interventions and

AD; max =max(0, P — pmax) is pressure surplus prior to any network interventions.

Definition of OF given with the equation above penalizes only those solutions that
worsen the network pressures, i.e. increase them or lower them, compared to the
pressures in original state of the network. Cost is price of the solution calculated as
before, based on unit cost functions for installed devices given in Figure 4.10. Cp is
penalty cost.

Comparing the two approaches for positioning of the flow meters and isolation valves,

shown in Figure 4.18, following concluding remarks can be made:

1. Heuristic based method, currently implemented in DeNSE algorithm, requires
far less hydraulic simulations than GA based approach. To be more precise,
hydraulic simulation is performed N times (once per clustering solution). In the
GA based approach hydraulic simulation is performed multiple times, due to its
iterative evolution process. Considering this, heuristic based method is expected
to be more computationally efficient.

2. GA based method is global optimization method searching optimal solution
within a wide set of possible alternatives for positioning DMA isolation devices.
Finding the global optima solution is not guaranteed, but it is expected that at
least better local optima solution can be identified with GA based method,
compared to the heuristic one.

3. Here proposed GA based method involves one heuristic step borrowed from the
original heuristic method. It closes some pipes prior to GA itself, reducing its
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solution search space, compared to the conventional GA implementation which

would investigate all boundary edges.

It can be concluded that both approaches have their benefits and drawbacks.
Computational efficiency of the GA based method, being its main drawback, can be

significantly improved if DeNSE sectorization algorithm is coupled with TRIBAL-AQ

hydraulic solver.
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5.1 INTRODUCTION

Following the Chapters 3 and 4, in which TRIBAL — AQ method for hydraulic
simulation and DeNSE sectorization algorithm were presented, this chapter presents
their benchmarking results on selected case studies. Section 5.2 presents benchmarking
results of new TRIBAL — AQ method, which is tested on four case study networks of
different complexities (in terms of topology and element types e.g. valves, pumps and

tanks). Performance of improved AQ hydraulic solver is compared with the reference
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GGA solver in terms of convergence, efficiency and accuracy. Advantages of the
TRIBAL algorithm for identifying loops are investigated through its comparison with
other loops identification procedures. Computational efficiency of the hydraulic solver

implemented in TRIBAL-AQ method is also compared to hydraulic solvers used in

other methods available in the literature. Presented results are published in Vasili¢ et al.
(2018),

Benchmarking results for the new distribution network sectorization algorithm (DeNSE)
are reported in Section 5.3. Large distribution network BWSN2 (Ostfeld et al., 2008),
well known and often used in the literature for various modeling tasks, served as a case
study network. As discussed in Chapter 4, DeNSE algorithm performs automatic
clustering of WDN and provides a set of feasible sectorization solutions. Best solution
is not selected by the algorithm itself, as this is a subjective decision, but it is up to a
decision maker to select the one best suitable to his preferences. Resulting feasible
solutions are discussed and selection of preferable solution is made. Results of DeNSE
algorithm are compared to other sectorization algorithms available in the literature that
also used BWSNZ2 network as a case study, in order to assess its performance.

5.2 TRIBAL — AQ METHOD RESULTS

5.2.1 Case study networks

Four different example networks are used to test the new TRIBAL-AQ method, validate
its accuracy and compare it to the EPANET’s original solver based on the GGA (see
Figure 5.1). EPANET input data for the networks Modena (MOD), Balerma Irrigation
Network (BIN) and Wolf Cordera Ranch network (WCR) can be found at http://

emps.exeter.ac.uk/engineering/research/cws/resources/benchmarks/, while C — Town

Network input data is available at http://www.water-simulation.com/wsp/about/bwcn/.

As it can be seen from Figure 5.1, the example networks used here are very different in
terms of topology and number and type of network elements. Networks main

characteristics are summarized in Table 5.1.

pg. 110


http://emps.exeter.ac.uk/engineering/research/cws/resources/benchmarks/
http://emps.exeter.ac.uk/engineering/research/cws/resources/benchmarks/
http://www.water-simulation.com/wsp/about/bwcn/

Chapter 5: Case studies

¢) C-Town Network

d) Wolf-Cordera Ranch (WCR) Network

Figure 5.1 Case study networks used for TRIBAL-AQ method testing

Table 5.1 Characteristics of case study networks

Network Nn Ni NL Ner Np Ny Links in loops L factor
MOD 272 317 49 4 0 0 317 1.00
BIN 447 454 11 4 0 0 162 0.36
C-town 396 444 56 8 11 4 289 0.65
WCR 1786 1995 213 4 6 4 1173 0.59

* Np-number of nodes; Ni-number of links; N.-number of loops; Ny-number of tanks and
reservoirs; Np-number of pumps; N,-number of valves

Parameter Liactor IS introduced in order to express networks topology in terms of how

looped it is. Lsactor IS defined as ratio of number of links that are part of loops and total
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number of links in the network. Lactor Value is ranged between 0, if network has no

loops, and 1 if all links are part of at least one loop.

Links in loops
Lfactor = N p_ (51)
|

Note from Table 5.1 that the MOD network is extremely looped with all links belonging

to at least one loop — there are no branched parts.
5.2.2 Comparison criteria

The following criteria are used when comparing the TRIBAL-AQ and GGA methods on

above four networks:

1. Computational efficiency (i.e. speed). This was assessed by the computational
time required to perform hydraulic analysis. The focus was on the comparison of
performances of two solvers (AQ and GGA) for solving the steady state WDN
hydraulics (i.e. 2" Block in Figure 3.7). Performances were analyzed for several
different target accuracies. Computational time required for the TRIBAL

algorithm to identify network loops is reported separately.
2. Convergence. This was assessed with the number of iterations required for each
algorithm to converge to a stable numerical solution. As above, this was done

for several different target accuracies.

3. Prediction accuracy. This was assessed by comparing the average and maximum

differences between pressure and flows predicted by the two methods. When
comparing the flows, pipes in which velocities are less than 0.05 m/s are
excluded from the analysis. This was done to avoid high relative errors for pipes

with almost no flow.
5.2.3 Results and discussion

This section presents and discusses the results obtained from comparison of the
proposed TRIBAL-AQ method and the GGA method, both implemented in EPANET.

pg. 112



Chapter 5: Case studies

Presentation and discussion of the results is made in above listed order of comparison
criteria. Presented results are published in Vasili¢ et al. (2018).

5.2.3.1 Computational efficiency

Computational time for the loops identification algorithm (TRIBAL — i.e. 1% Block in
Figure 3.7) is reported first. This time was less than a second for all case studies except
for the WCR one, where the time required to complete network preprocessing was
approximately 5 seconds. To further compare things, the algorithm for loops
identification developed by Creaco & Franchini (2014) was compared to the TRIBAL
algorithm proposed here on the highly looped generic network consisting of 120 nodes
(Case study 1, Network 4) presented in Creaco & Franchini (2014). This network was
used for comparison since both loops identification algorithms are implemented in the
same environment (Matlab), and were run on a PC with similar characteristics. Creaco
& Franchini (2014) reported time of 1.24 sec and the TRIBAL method presented here
took 0.32 sec. This implies that, even in the highly looped/complex networks, the
TRIBAL algorithm is reasonably fast and this can only improve if implemented in a

more efficient programming environment (e.g. using the C language).

The comparison of the AQ and GGA solvers performances was done in terms of
computational time required to reach target accuracy (all done as part of 2! Block
calculations). Because computational time of both algorithms for all considered case
studies is generally very short, computational time in all cases was estimated for 10,000
cumulative algorithm runs. This series of runs was repeated 10 times and mean time is

reported here in all figures and tables shown below.

Total computational time for both solvers and for different target accuracies (eps) is
shown in the Table 5.2.

For easier comparison of computational time, speedup factors and relative time savings

are calculated as follows:

Speedup _ factor = tifAGQA)\) [-1
(5.2)
. t(GGA)-t(AQ) .
t_savings = t(GGA) 100 [%]
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The obtained values of the speedup_factor and t_savings are shown in Figure 5.2.

Table 5.2 Computational time in seconds for different target accuracies (eps)

eps Solver Network
MOD BIN C-TOWN WCR
103 GGA 191 4.38 2.33 13.43
AQ 1.30 1.22 1.45 6.45
10+ GGA 191 4.40 2.89 not.av.
AQ 146 1.33 1.60 7.25
106 GGA 224 518 421 not.av.
AQ 157 147 1.81 8.10
neg
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Figure 5.2 Speedup factors and relative time savings obtained with the AQ solver

compared to the GGA solver

As it can be seen from Figure 5.2, the obtained speedup factors are in the range of
1.30 - 3.59 or expressed in relative time savings the values are 23.56% - 72.15%
(values shown in brackets on the graph), all in favour of the AQ solver. As expected, the
largest speedup was achieved for the BIN network which has only 11 loops and the loop
factor value of 0.36. When compared to the speedups achieved in the literature these
factors appear very encouraging (Table 5.3). For example, in Simpson et al. (2014)
where FCPA method was compared to the GGA, reported speedups ranged from 1.11 to
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1.31, while in Alvarruiz & Vidal (2015) the corresponding speedup factors (proposed
loop method vs GGA) were in the range of 1.13-1.32 for networks tested there. In that
research it was noted that solving the system of equations is actually up to 5 times faster
(in favor of proposed loop method), but the calculation weight of estimating new
coefficients is up to 60% which significantly influenced overall speedups per iteration.
One should have in mind that the speedup factor value is dependent on the networks
analyzed (especially in terms of topology and complexity), hence above values are
indicative only, i.e. not directly comparable. Having said this, note that in Simpson et al.
(2014), the WCR network tested here was also tested there (denoted as N3) and the
achieved speedup factor, expressed in terms of time savings of FCPA over the GGA
method was 14.5%. In this research, the corresponding time saving obtained for the
WCR network is 52.0% (or speedup factor value of 2.08, see Figure 5.2) when AQ and
GGA solvers are compared. This, obviously, represents a significant improvement. This
comparison also points out advantage of the AQ solver since the 37.5% savings
(=52.0% — 14.5%) can be accredited to the efficiency of the AQ solver and not to the
fact that the WCR network has substantial amount of branched parts. Finally, it should
be noted that the WCR network was also benchmarked in Elhay et al. (2014) by
comparing the RCTM and GGA solvers, resulting in a speedup factor of 1.50 (in favor
of the RCTM method), while here this factor is 2.08 (in favor of the AQ solver).

Table 5.3 Computational efficiency of different methods compared to the reference
implementation of GGA in EPANET

Overall reported WCR Network
. . Speedup_factor t_savings Speedup_factor
published in Method A (%) )
Simpson et al. (2014) FCPA 1.11-1.31 14.5 NA
Elhay et al. (2014) RCTM 1.15-1.84 NA 15
Alvarruiz & Vidal (2015)  Loop-flow 1.13-1.31 NA NA
Vasili¢ et al. (2018) TRIBAL-AQ 1.31-3.59 52 2.08

To further investigate the differences obtained in computational speeds, Table 5.4
illustrates advantages of the TRIBAL algorithm for identifying loops and how it reflects
to the sparsity of resulting linear system to be solved. This is done through the

comparison of number of non-zero elements (NZE) in the Cholesky factor of the

pg. 115



Chapter 5: Case studies

Jacobian matrix. Comparison is made between the following solvers: 1) GGA based
solver, 2) loop solver that uses arbitrary set of loops (ASL-AQ) and 3) here proposed
loop solver based on TRIBAL-AQ methodology. Arbitrary set of loops and its
corresponding loops matrix Mo (Piller, 1995) is determined by running the BFS
algorithm from randomly selected source node to obtain the tree, with remaining links
forming the loops. Results show that significantly lower number of non-zero elements is
obtained with the TRIBAL-AQ method when compared to the GGA, thus resulting in
improved computational time. Also, TRIBAL-AQ method based solver yields notably
lower number of NZE for all networks in consideration, compared to the ASL-AQ,

highlighting the importance of search for the minimal loops.

Table 5.4 Comparison of the GGA and loop based solvers in terms of linear system
sparsity expressed through number of non-zero elements (NZE) in the

Cholesky factor of the Jacobian matrix

Network Solver
GGA ASL-AQ TRIBAL-AQ
MOD 958 445 280
BIN 1039 29 27
C-TOWN 1034 213 187
WCR 5021 1959 899

Table 5.5 depicts values of speedup factors for two different approaches of updating the
network links coefficients (for networks BIN, C-TOWN and WCR and for target
accuracy of eps=1073). In case 1, all network links are updated, i.e. as it is implemented
in EPANET, while in case 2 only links that are part of loops are updated, i.e. as
implemented in this research. This has been done in order to illustrate the effect of
updating coefficients only for the pipes that belong to the loops (as opposed to all pipes
in the network). The MOD network is excluded from this analysis as all of its pipes
belong to at least one loop (Ltactor = 1), SO all the links have to be updated anyway. The
effect of updating different pipes is most pronounced for the BIN network for which the
relative speed factor increase of 45.34% was obtained (case 2 to case 1). This is

expected as this network has most branched parts. For other two networks, which have
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higher Ltactor, the percentages obtained (13.38% and 9.47%) are not as high but certainly
are not insignificant. Based on the results presented it can be concluded that, for the four
networks tested, the AQ hydraulic solver is considerably computationally faster than the
GGA solver.

Table 5.5 Values of speedup factors for two different approaches of updating links’

coefficients

links update approach BIN C-TOWN WCR
Case 1: update all links in network 247 1.42 1.90
Case 2: update only links in loops 3.59 1.61 2.08
Relative increase (case 2 to 1, %) 45.34 13.38 9.47

5.2.3.2 Convergence

The comparison of the AQ and GGA solvers in terms of number of iterations required to
converge to target accuracy of eps = 0.001, time required (per iteration) to converge for
the same target accuracy and the corresponding speedup factors are presented in Table
5.6.

Table 5.6 Number of iterations, calculation time per iteration and speedup factors for

eps=0.001
Network

MOD BIN C-TOWN WCR
total time GGA 191 4.38 2.33 13.43
(s) AQ 1.30 1.22 1.45 6.45

num of it GGA 5 6 5 6

() AQ 7 6 7 7
time perit  GGA 0.038 0.073 0.047 0.224
(ms) AQ 0.019 0.020 0.021 0.092
speedup per it 2.06 3.59 2.25 2.43

As it can be seen from Table 5.6, both TRIBAL-AQ and GGA based hydraulic solvers
converged to a stable numerical solution in all 4 examples (hence results available in all

cases) for target accuracy of 103 However, unlike the TRIBAL-AQ method based
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solver, in the case of a large WCR network, GGA solver becomes unbalanced for
accuracies larger than 1073

Table 5.6 also shows that GGA solver usually reaches the target accuracy in smaller
number of iterations than AQ solver. However, as already noted in the previous section,
the increased number of iterations for the AQ solver still pays off in term of significant
reduction of computational time for all investigated networks. Similar results are
obtained for other two values of target accuracy eps (10 and 10 not presented here to
save space). This difference in number of iterations required to converge is most likely
due to the different initial flows used in two methods (Alvarruiz & Vidal, 2015) as the
AQ method needs to satisfy the mass balance equations at all nodes and the GGA
methods does not. However, in some cases (BIN for accuracy of 10 and C-town for
accuracy of 10) both solvers require the same number of iterations (BIN=6 iterations;
C-TOWN=9 iterations). Comparing the two solvers in terms of calculation time per
iteration, it is clear that speedup factors are even higher than for the corresponding total

run time factors reported above.
5.2.3.3 Prediction accuracy

The differences in predicted pressures and flows using TRIBAL-AQ and GGA based

solvers, for target accuracy eps = 10, are shown in Table 5.7.

Table 5.7 Differences in pressures and flows predicted by TRIBAL-AQ and GGA

method based solvers for target accuracy eps = 10

criteria MOD BIN C-TOWN
Max difference in predicted 0.010 0.026 0.410
pressures (m) (0.017 %) (0.022 %) (0.283 %)
Average absolute difference in 0.004 0.007 5x 10°
predicted pressures (m) (0.006 %) (0.007 %) (4 x 10° %)
Max difference in predicted 5x10° 0.067 0.014
flows (L/s) (0.008 %) (0.022 %) (0.957 %)
Average absolute difference in 4x10° 0.002 0.001
predicted flows (L/s) (0.001 %) (0.022 %) (0.002 %)
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Results are not available for the WCR network as GGA is unstable for considered target
accuracy. Values are expressed in absolute and relative terms (shown in %) — relative to
the GGA solution. As it can be seen from this table, predictions of the two solvers are

virtually identical demonstrating high prediction accuracy.
5.2.4 Summary

The benchmarking of TRIBAL-AQ and GGA is performed on four large networks of
varying topology and different complexity. The comparison criteria used is comprised
of computational efficiency, convergence and prediction accuracy of two hydraulic
analysis methods and solvers analyzed. The results obtained lead to the following

conclusions:

1. The TRIBAL-AQ method based hydraulic solver is substantially
computationally faster than the GGA based hydraulic solver. This significant
speedup is a result of: (a) the application of new, computationally efficient
TRIBAL algorithm that is able to identify network loops in a way which results
in a highly sparse solution matrix (which, in turn, requires less computational
time to be inverted and generally numerically manipulated in steady-state
hydraulic calculations), (b) the fact that the improved AQ solver updates relevant
coefficients only for the links that are in the loops and (c) efficient
implementation of new data structures for networks loops and spanning tree into
the EPANET software code.

2. The TRIBAL-AQ method based hydraulic solver showed stable numerical
performance by converging successfully when performing hydraulic analysis in
all four pipe networks analyzed and for all three target accuracies used. The
GGA based hydraulic solver showed stable numerical convergence in most
cases but failed to converge in the case of a large WCR network for two highest
target accuracies. The TRIBAL-AQ method based solver usually requires more
iterations to converge than the GGA based solver (for a given target accuracy)
but this does not have an impact on the overall computational speed, quite the

opposite.
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3. With regard to the prediction accuracy, both TRIBAL-AQ and GGA based
hydraulic solvers demonstrated ability to accurately predict pressures and flows

in all four network analyzed.

Given the above conclusions and detailed results presented in the paper, the use of the
TRIBAL-AQ method based solver for networks seem to be particularly well suited for
pipe networks with substantial branched parts. The TRIBAL-AQ is preferred method in
optimization and similar type problems (e.g. reliability analysis) where multiple,
repetitive hydraulic simulation are required without modifying the network
configuration (i.e. changing the network topology).

5.3 DENSE ALGORITHM APPLICATION RESULTS

5.3.1 Case study network

New distribution network sectorization algorithm DeNSE has been tested on a large
water distribution network. Case study network is well known from the literature and it
is frequently used as a benchmark example for different modelling tasks. Network was
originally presented as second case study network in the Battle of the Water Sensor
Networks competition (BWSN2 — Ostfeld et al. (2008)). It is a real life WDN slightly
modified to preserve its anonymity. This network has been used as a case study for
number of other DMA design algorithms (Diao et al., 2013; Ferrari et al., 2014;
Grayman et al., 2009; Hajebi et al., 2016; Zhang et al., 2017). Network consists of 12
523 nodes, 14 822 pipes, two reservoirs, two tanks, four pumps and five valves. Total
demand in the network is Qtwt = 1243 L/s and total number of connections in the WDN
IS nc=77916. Necessary input data for DeNSE algorithm, listed previously in
Methodology section, are carefully set to allow proper comparison of the results with

aforementioned researches in which the same network was used:

1) network’s EPANET input file is downloaded from Exeter Centre for Water

System (http://emps.exeter.ac.uk/engineering/research/cws/downloads/

benchmarks/);
2) minimum number of connections per DMA nc™" = 500, maximum number of
connections per DMA nc"® = 5000
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3) transmission main threshold is Dmain = 350 mm
4) pipe closure threshold is D¢ = 300 mm
5) minimum and maximum operating network pressures are set to pmin = 20 m and

Pmax = 75 m, maximum allowable water age is WAmax = 48 h.

Based on total demand in the network (Qtor), minimum (nc™") and maximum (nc"®)
number of connections in a DMA, and total number of connections in the network (nc),
minimum and maximum DMA size are calculated — dmin = 8 L/s and dmax=80 L/s. The
24-h MDD simulation is used for hydraulic modeling, while for water quality modelling
(WA calculation) extended period simulation of 192-h is used. Network topology with
highlighted transmission main is shown in Figure 5.3, and distribution of pipe diameters

in Figure 5.4.

Figure 5.3 BWSNZ2 network with its transmission main
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Figure 5.4 Distribution of pipes diameters in BWSN2 network
5.3.2 Results and discussion

5.3.2.1 Network clustering

Figure 5.5 shows evolution of uniformity index through network clustering process
done in the 2" Stage. Maximum uniformity value corresponds to the division in 43
clusters. Minimum number of clusters is 23 which is in accordance with research of
Ferrari et al. (2014), in which the same transmission main diameter was used (350 mm)

and 23 independent districts, connected to the main, were identified.

After 2" Stage, 15 solutions are selected for further analysis having between 43 and 29
clusters. In the 3™ Stage flow meters and isolation valves are positioned to create DMAs
and each solution is hydraulically analyzed. First solution (Sol-1), with 43 DMAs, does
not satisfy pressure constraints and it is excluded as unfeasible. Performance indicators
and other evaluation parameters for the remaining 14 solutions are shown in Table 5.8.
As it can be seen from the Table 5.8, all solutions have relatively similar values of Pls
(WA and Res). As the number of DMAs in the solution decreases, average number of
connections per DMA increases, meaning that DMAs are larger in size. Consequently,
for creation of smaller number of DMAs less flow meters and isolation valves is

needed, which lowers the solution’s cost. Solution Sol-2 has one DMA which is smaller
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than minimum size dmin. In solutions Sol-3 to Sol-9 all DMAs are within specified dmin-
dmax range, while in the solutions Sol-10 to Sol-15 there are one or two DMASs that are

larger than dmax.

0.6
0.55
0.5

0.45

23 DMAs

0.1

100 95 90 85 80 75 70 65 60 55 50 45 40 35 30 2520 15 10 5 0
Number of DMAsS [-]
Figure 5.5: Evolution of Uniformity Index during clustering of BWSN2 network

Table 5.8 Evaluation parameters for 14 feasible solutions

SolID Npmas NL NS Awm WA Res Cost Nm Ny
[-] I N 1 I 5 A L) [-] [Eul [1 [

Sol-2 42 0 1 1655 34.13 0.881 557405 81 178
Sol-3 41 0 0 1696 34.11 0.881 551215 80 177
Sol-4 40 0 O 1738 34.11 0.881 545870 79 177
Sol-5 39 0 0 1783 33.98 0.882 542210 79 176
Sol-6 38 0 O 1830 34.02 0.880 537920 77 176
Sol-7 37 0 0 1879 34.02 0.880 534500 76 175
Sol-8 36 0 O 1931 34.01 0.880 530995 76 169
Sol-9 35 0 0 1987 34.00 0.880 523685 75 166
Sol-10 34 1 0 2045 34.00 0.881 522565 75 164
Sol-11 33 1 0 2107 34.01 0.881 516375 74 163
Sol-12 32 2 0 2173 3398 0.881 515815 74 162
Sol-13 31 2 0 2243 3398 0.881 510470 73 162
Sol-14 30 2 0 2318 3396 0.880 497205 71 153
Sol-15 29 2 0 2398 33.88 0.885 490470 71 138
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5.3.2.2 Selection of preferable solution

Preferable solution is searched among solutions that fully satisfy DMA size constraints
(solutions Sol-3 to Sol-9). To gain better insight in their advantages and drawbacks,
solutions are plotted on two trade-off plots shown in Figure 5.6, with arrows on axis

indicating directions of increasing preference.
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Figure 5.6: Trade-off plots of feasible solutions: Cost vs. Res and Cost vs. WA
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First plot relates solution’s cost to its resilience index, and the second cost to water age.
In both cases, solutions Sol-5 and Sol-9 are best positioned on trade-off plots. As noted
earlier, all feasible solutions have similar impact on network’s resilience
(Res = 0.880 - 0.885) and water age (WA = 33.88 — 34.13 h). Hence, between solutions
Sol-9 and Sol-5, Sol-9 is preferred as it is less costly than Sol-5.

Figure 5.7 shows preferable solution Sol-9, which assumes sectorization of WDN into
35 DMAs.

Figure 5.7: Preferable sectorization solution Sol-9 with 35 DMAS

To give further insight into the selected solution and the effects of network interventions
required to create DMAs, Figure 5.8 and Figure 5.9 show results for each of 35 created
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DMAs in selected solution Sol-9. Figure 5.8-a shows average consumption in DMAs,
with highlighted minimum and maximum size constraints. As it can be seen from the
graph, identified 35 DMAs vary in size considerably but always within the design limits

imposed.

Figure 5.8-b shows relative changes in mean average pressure in DMAs, compared to
the original, non-sectorized network. For most DMAs the mean average pressure has
slightly decreased (up to 4%), whilst slight increase occurs in six DMAs (up to 1%).
Therefore, network sectorization had very limited impact on re-distribution of pressure
within the WDN. Significant decrease of pressure is observed in DMA #8 (by 13%), but
all pressures are still whithin the required range of pmin — Pmax. TO support this
observation, Figure 5.10 additionaly shows comparison of mean minimum and mean

maximum pressures in each DMA before and after sectorization.

Figure 5.9-a illustrates relative changes in water age in the DMASs, again compared to
the original network layout. Maximum decrease of WA is 20%, while increase is almost
30%. While decrease of WA is desirable, increase of 30% may seem a bit high at first.
However, plotting absolute values of WA for DMASs in which increase is induced by
network interventions (Figure 5.11) it is easy to conclude that WA is still well below set
maximum WAmax of 48 h. Figure 5.9-b shows relative changes in DMAs resilience
index. Changes in resilience index range from -3.5% to +2.2%, indicating very limited

impact of sectorization on the resilience of the WDN.
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Figure 5.8: Results for each DMA in selected preferable solution (Sol-9): a) average

DMA consumption; b) relative change of mean average pressure
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Figure 5.9 Results for each DMA in selected preferable solution (Sol-9): a) relative
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Figure 5.10: Mean pressures in each DMA in selected preferable solution (Sol-9),

before and after sectorization: a) Mean minimum pressure; b) Mean maximum pressure
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Figure 5.11: Values of water age, before and after sectorization, for DMAs with

increased water age

From the results discussed it can be concluded that: 1) all DMAs are within required
size limits in terms of consumption, 2) network’s hydraulic performance is not
endangered as changes in zone pressures are negligible, 3) water quality requirement,
expressed through the WA parameter is satisfied, as for all DMAs WA is still below
maximum allowed threshold of 48 h and 4) Network reliability is sustained as changes

in resilience index are almost insignificant.

Enlarged DMA #23 is shown in Figure 5.12, to illustrate the network interventions
required to create this DMA. Originally, cluster from which this DMA is created had 6
boundary pipes. Three of them are identified as links that always return water to the
transmission main, and as such are marked for closure (v1, v2 and v3). Other three
boundary pipes are “always-input to the zone” pipes, and using described methodology
pipe v4 (D = 203.2 mm) is selected for closure, while other two pipes with larger
diameters (D = 304.8 mm) are left opened and equipped with flow meters (fml and
fm2).
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Figure 5.12: Boundary pipes of DMA #23
5.3.2.3 Comparison with other methods

Finally, a comparison of results obtained here is made to the corresponding results
obtained using five previously published approaches that addressed the WDN
sectorization problem, which also used the same case study (Table 5.9). Comparison is
made in terms of number of DMAS (Npwmas), DMAs that are larger (NL) and smaller
(NS) than predefined size constraints, number of flow meters (Nm) and isolation valves
(Nv), added pipes (Padd), average number of connections per DMA (Aconn) and
computational time. Computational time is given only as a qualitative metric, to
illustrate differences in magnitudes between different methods, and as such will be used
in the discussion of the results. Table 5.9 gives an overview of sectorization methods
used in each method for: a) partitioning the WDN and b) positioning of the flow meters

and isolation valves.

As it can be seen from the Table 5.9, only methodology presented in Hajebi et al. (2016)
and DeNSE algorithm, presented in this thesis, produce a set of feasible solutions. A
total of 78 feasible solutions are identified in Hajebi et al. (2016) having anything
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between 28 and 48 DMAs. DeNSE algorithm identified 14 feasible solutions in which
number of DMASs ranged between 29 and 42.

Regarding the DMA size constraints, solutions presented by Grayman et al. (2009) and
Diao et al. (2013) have DMAs that are both larger and smaller, while in the solution
presented by Ferrari et al. (2014) all DMAs fulfill size constraints. In Hajebi et al.
(2016) all 78 feasible solutions meet size constraints, while in methodology presented
here this is the case for 7 out of 14 feasible solutions.

Table 5.9 Comparison of results with other sectorization methods

Comp.
Publsh. Method for Npomas NL NS Nwm Nv Padd Aconn Time
in WDN Device .
partitioning | placement [] [1 [l [] [] [] [] [min/hrs]
Grayman
etal. Manual 43 1 3 53 163 11 1996 NA*
(2009)
Diao et 2 stage
al. | SO | heurisic | 41 2 1 NA NA 0 2044  20min
(2013) method
Ferrari et Graph based recursive
al. 36 0 0 181 152 0 2317 NA

bisection algorithm

(2014)
Hajebi et| Heuristic MO
al. graph optimization 28-48 0 0 56-78 66-161 0 1415-2423 15hrs
(2016) | partitioning | °P
Zhang et
Comm. MO
(Zgli?) detection |optimization 43 NA NA 103 33 0 NA 278 hrs

DeNSE Uniformity | Engineering
A based based | 29-42 0-2 0-1 71-81 138-185 0 1656-2398 20 min
9. clustering heuristic

* NA — not available

Methodologies using MO optimization to position flow meters and isolation valves
(Hajebi et al. (2016) and Zhang et al. (2017)) take significant amount of computational
time (15 and 278 h respectively). Substantially lower computational time of Hajebi
et al.’s method, compared to the method of Zhang et al., can be attributed to the use of
shorter extended period simulation time (48 h compared to 192 h). To address this issue
specifically, Diao et al. (2013) applied 2 stage heuristic procedure for device placement,
resulting in acceptable running time of around 20 min. However only one solution with
41 DMA:s, three of them falling out of the required size limits, is reported. Engineering
based heuristic procedure used in methodology presented here takes similar amount of
time (about 20 min), but produces a set of feasible solutions.
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Methodologies of Ferrari et al. (2014) and Hajebi et al. (2016) ensure connectedness of
each DMA to the transmission main (direct access to water source) and their isolation
from other DMAs (i-DMAs). While methodology presented here does not create
i-DMAs, preferable solution presented earlier (Sol-9) fulfills condition of direct access
to water source. All 35 DMAs are directly connected to the transmission main: 20
DMAs with 1 pipe, 4 with 2, 6 with 3, 4 with 4 and 1 with 6 pipes.

Table 5.10 gives comparison of main Pls values obtained with different methods —
water age (WA) and resilience index (Res). Presented results show that DeNSE
algorithm achieves slightly better value of resilience index and slightly worse value of
water age. Reported results are only indicative as different input parameters, affecting
the values of compared Pls, are used. For WA calculation Grayman et al. (2009), Diao et
al. (2013) and methodology presented here use 192-h extended period simulation, while
Hajebi et al. (2016) uses 48-h simulation. Furthermore, the WA value is highly
dependent on the adopted time step for water quality simulation and those papers do not
supply this information. Grayman et al. (2009) reported increase of 2.61% in WA for the
DMA system, when compared to the original network (from 30.71 h to 31.51 h). In the
case of DeNSE algorithm, WA is increased by 3.31 % for the DMA system (from 32.91
h to 34 h) which is regarded as insignificant increase and same order of magnitude as

achieved in Grayman et al. (2009).

Reported Res indices are influenced by the adopted minimum allowable pressure in the
network and time period over which they are averaged. Grayman et al. (2009) adopted
minimum pressure of 30 psi (20 m) and 51-h time period. Hajebi et al. (2016) used 28 m
minimum pressure and 48-h time period, while Diao et al. (2013) did not report values
of Res PI. Grayman et al. (2009) report decrease of Res of 4.07 % for the DMA system,
when compared to the original network (from 0.836 to 0.802), while the DeNSE
algorithm achieves lower decrease of 2.55 % (from 0.903 for the original network to the
0.88 for the DMA system). As noted above, due to the different input parameters,
values presented in Table 5.10 are not directly comparable, but illustrative and show

that in terms of water age and resilience all methods perform similarly.
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Table 5.10: Comparison of main Pls for best solutions

. . WA Res
Published in (hl 0
Grayman et al. (2009) 3151 0.802
Diao et al. (2013) 32.01 Not av.
Hajebi et al. (2016) 31.01 0.83
DeNSE Algorithm 34.00 0.88

5.3.3 Summary

DeNSE sectorization algorithm has been tested on a large real sized water distribution

network BWSNZ2, and its results are compared to other available algorithms that dealt

with the same case study network. Based on the results presented above, following

summary conclusions are drawn:

1.

Interventions in the network designed by the algorithm, necessary for creation of
DMAs, do not worsen operational status of WDN compared to its baseline
condition. Satisfaction of hydraulic constraints (e.g. min and max pressures) is
provided with minimum changes in pressures compared to the original WDN
layout. Water quality is not endangered, as water retention time in WDN is
below maximum threshold value.

Cost of a specific sectorization is calculated explicitly, based on unit cost
functions for valves and flow meters, opposed to other algorithms where cost is
mainly accounted indirectly through number of installed devices or summarized
diameters. Having in mind importance of economical aspect for WDN
management and the fact that different WDNs have varying topology and
distribution of diameters, DeNSE algorithm can provide better assessment of
sectorization cost than its alternatives.

Algorithm is able to identify a set of good feasible sectorization solutions, even
for large networks such as the case study used here. Reported computational
efficiency of the algorithm is one of its strong points, as it allows generation of
feasible solutions in reasonable time (from user point of view). Consequently,
this enables investigation of different sectorization strategies (by changing input
parameters) more efficiently. High computational efficiency comes mainly from
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the newly presented methodology for positioning the flow meters and isolation
valves, based on common sense engineering heuristics. Advantage of this
approach is noticeable especially when DeNSE algorithm is compared with

algorithms using MO optimization for defining DMAs boundaries.

Given the presented results and above drawn conclusions, DeNSE sectorization
algorithm is particularly convenient for application in initial stages of DMAs design
process. This relates specifically to WDNSs in which prior definition of DMAs has not
been implemented. For example, sectorization solutions of different resolutions (e.g.
more small size DMAs or less large size DMAS) can be analyzed. Preservation of
network hydraulic performance and reliability, provided by DeNSE algorithm,
additionally contribute to its potential application for low efficient WDNSs (i.e. networks
with high water losses). In such networks, initial aim of DMAs design is to track
network water balance, and not to control pressures in the network. Hence, main design
criterion is to minimize the sectorization cost, while preserving operational performance
of WDN.
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6.1 SUMMARY OF CONCLUSIONS

The aim of the thesis was to develop a decision support methodology for sectorization
of WDN, usable for water companies and practicing engineers, especially ones dealing
with initial implementation of sectorization strategy. Water utilities managing WDNSs in
developing countries are usually inefficiently operated and consequently they suffer
from significant amount of water (e.g. leakage) and revenue loss. Poor infrastructure
and maintenance, shortage of systematical data monitoring and lack of financial means
are just some of the factors contributing to the overall bad condition of WDN.
Designing an adequate sectorization solution for such WDNSs, coping with
aforementioned difficulties, pose a challenging task addressed with methodology
presented in this thesis. Key contributions made in this research are new method for
hydraulic simulation and new WDN sectorization algorithm, developed as a part of
proposed decision support methodology.

Low computational efficiency is recognized as one of the downsides of available
sectorization methods, limiting their application to large real-sized WDNSs. This comes
from excessive utilization of optimization methods with many objective functions, often

not significant for proper functioning of WDN. New method for hydraulic simulation

(TRIBAL-AQ) is developed and presented in Chapter 3, specifically to address this
issue. TRIBAL-AQ is a loop-flow based method for hydraulic simulation which can be

beneficial for improving the overall efficiency of sectorization methods, if used inside

optimization algorithm to perform multiple hydraulic calculations. New method
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combines novel loop identification algorithm (TRIBAL) and efficient implementation

of loop-flow solver (AQ).

Main sectorization objective adopted in methodology presented here is to design layout
of DMAs that will allow efficient tracking of water balance in the network. Least
investment for field implementation and maintaining the same level of WDN’s
operational efficiency are adopted as main design criteria. For the purpose of WDN
sectorization new algorithm (DeNSE), utilizing above-named objective and design
criteria, is developed and presented in Chapter 4. It utilizes newly developed uniformity
index (U) which drives the sectorization process into DMAs that are uniform in size and
within predefined limits. New engineering heuristic is developed and used, instead of
optimization method, to position the flow-meters and isolation valves on DMAs
boundaries. This contributes to better computational efficiency of DeNSE algorithm
when compared to other methods using optimization, as discussed in the paragraph
above. WDN’s post-sectorization operational efficiency is evaluated using the two
adopted Pls — resilience and water age. Pls adopted in this research are not limiting to
the presented methodology, as others can be adopted as well.

Benchmarking results provided in Chapter 5 are indeed encouraging. TRIBAL-AQ
method based hydraulic solver is benchmarked against node based GGA solver,
considered as an etalon in scientific community, on four large networks of varying
topology and different complexity. Comparison criteria included computational
efficiency, convergence and prediction accuracy. TRIBAL-AQ solver proved to be
significantly computationally faster than the GGA solver. It showed stable numerical
performance by converging successfully when performing hydraulic analysis in all test
cases, compared to the GGA which failed in one. Prediction accuracy wise, both solvers

demonstrated similar performance.

DeNSE sectorization algorithm has been tested on a large real sized water distribution
network, and its results are compared to other available algorithms that dealt with the
same case study. Obtained results prove that DeNSE algorithm is able to identify a good
set of feasible sectorization solutions. Additionally, required interventions in the WDN
are minimal and they do not worsen its operational performance, compared to the

original network layout. Providing the set of solutions, instead of just one, enables
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decision makers to select the solution best suitable to their preferences. Reported
computational efficiency, better than other comparable algorithms, allows generation of
different sets of feasible solutions in reasonable time (i.e. minutes) even for large
networks. Advantage is clearly noticeable when DeNSE algorithm is compared to
algorithms using MO optimization. Consequently, investigation of different
sectorization strategies can be achieved more efficiently. Minimal sectorization cost and
preservation of network hydraulic performance and reliability, provided by DeNSE

algorithm, make it particularly convenient for initial stages of DMAS design process.
6.2 FUTURE WORK

Some possible extensions of DeNSE sectorization algorithm are presented in section
4.3, but the results of their application are not presented in this thesis, and remain to be

confirmed in the future.

Hierarchical sectorization of WDN, i.e. creation of DMAs in phases following increased
knowledge of the WDN’s operation, was set as one of the research questions at the end
of the Chapter 2. Although practical implementation of this approach on a case study is
not presented here, section 4.3.1 reflected on some benefits and explained that
hierarchical ordering of DMAs is characteristic already implemented in DeNSE

algorithm.

Presented results already proved the dominance of DeNSE algorithm in computational
efficiency, especially over the algorithms using optimization methods to position the
flow meters and valves on DMAs boundaries. Partially, that dominance is achieved
through the use of developed engineering heuristic. Although good feasible solutions
are identified, downside of this approach adopted in DeNSE is limited solution search
space. Section 4.3.2 proposed coupling of DeNSE with an optimization method in order

to search broader specter of sectorization solutions. Given the proven efficiency of the

new TRIBAL-AQ method for hydraulic simulation, it is hypothesized that with

proposed coupling, search of the solution space would be achieved more efficiently than
with other available methods employing GGA solver to solve hydraulics. In this
manner, achieved computational efficiency of DeNSE algorithm, presented here, would

be retained.
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Main sectorization criteria used in this research are minimum investment in
implementation of the designed solution and preservation of system’s operational
efficiency. This set of criteria is suitable for initial sectorization of WDNSs in which no
sectorization measures were implemented in the past and lacking measurement data. For
well managed WDNs, main sectorization objective is to improve system monitoring by
partitioning already established DMAs into finer resolution. This requires delicate
network interventions that could possibly significantly affect water supply, water
quality and overall system reliability. DeNSE algorithm can be successfully applied to
these networks as well, but should probably include additional sectorization criteria
such as design for fire flows, specific water quality parameters (e.g. Chlorine), design

for security, etc.

Presented implementation of TRIBAL-AQ method also suffers from limitations

imposed by adopted key assumptions. Currently, only demand driven analysis is
available and network topology during hydraulic simulation has to remain unchanged
(e.g. closure of the valves or simulation of valves that can change status during
simulation are not available). These assumptions are not limiting for application with
the decision support methodology proposed in this thesis, since the pressure control in

the network is not set as main sectorization objective. However, if TRIBAL-AQ method

is to be used for other purposes, contrary to the current assumptions, some

modifications would have to be made.

Successful pressure driven hydraulic analysis with loop-flow based method is still not
reported in the literature. Preliminary testing done during this research revealed

problems with the convergence of the AQ solver. Changing the topology of the network

will clearly influence the structure of the loops identified with the TRIBAL algorithm,
and hence require additional computational time to deal with the factorization of the
system matrix (because of its changed sparsity). Introduction of control devices would
not require completely new identification of loops each time that device changes its
status. These devices would only influence some of the loops and not all of them,
depending on the number and location of the introduced control devices. Both pressure
driven analysis and network’s changing topology remain to be addressed in the future

research.
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2005. romuue. OcHOBHE akajaeMcke crynuje 3aBprmaBa 2009. roauHe Ha OJCEKy 3a
XMIPOTEXHUKY W BOJHO €KOJIOIIKO HMH)KEHEPCTBO ca mpocedHoMm orieHom 9,36/10 u
CTHYE 3Bame¢ TUIUIOMUPAHU HHXKEep rpaljeBUHAapCTBa. 32 00pamkeHU JUIUIOMCKU paj
nobuo je wHarpany IlpuBpemne xomope rpana beorpaga. HakoH ocHOBHuX cTymuja
yIIHACYyje NUIUIOMCKE aKaJeMcKe — Mactep cTyawje Ha ['paheBuHCKOM dakynTery Ha
OJICEKY 32 XHJIPOTEXHHKY U BOJHO €KOJIOUIKO WHKEHEPCTBO. MacTtep cTyauje 3aBpliaBa
2010. romune ca mpocednoM omeHoMm 9,83/10 u cruye 3Bambe MAaCTEp HHIKEHEP
rpaheBuHapcTBa. TokoM IIKOJOBama OMO je cTUneHaucTa MUHHCTapCcTBa MPOCBETE

Penryonmuke Cpbwuje u rpaga beorpana.

Haxon 3aBpmienux macrtep crynuja, 2010. ronguHe ynmucao je JOKTOPCKE CTyAHje Ha
I'paheBunckoM ¢akynrery YHusepsutera y beorpany. Ha I'paheBunckom ¢akynrery
2011. romuHe 3acHMBa pajJHU OJHOC Y 3Balby ACHUCTEHTAa — CTYAEHTa JOKTOPCKUX
CTyAMja 3a YK€ HayyHe oOsiacTM MexaHMKa HeCTHMLIUBMBHUX (iayuna m Xuapaysuka,
Xunpoundpopmarnka U XHAPOTEXHUUKE Menuopanuje u ypeheme cnuBoBa. I[lopen
o0aBe3a y HAaCTaBH, aKTHBHO YYECTBYj€ M Ha M3paJW TEXHHUYKE IOKYMEHTAIMje pa3HUX
npojekaTta, CTyAMja M €KCIepThU3a W3 00JacTh XMIApOTexHHKe, koje I'paheBuHCKH
dakynTer peanusyje npeko MHCTUTyTa 3a XHUAPOTEXHUKY U BOJHO E€KOJIOIIKO
WHXXEHEPCTBO. AHTaOXKOBaH j€ Kao HCTpakxuBad Ha HaydyHoM mpojekty TP37010

,»CucreMu 3a oaBoheme€ KHIIHMX BoJa Kao Jeo ypbane u caoOpahajHe

UHPPACTPYKTYpe™.

Aytop je u xoayrop yetupu paga Ha SCI nmctu, kao u Beher Opoja pamosa y qomahum
yaconucuma, Ha Mel)yHaponHuM U qomahuM HayYHHM U CTPYYHUM CKYyNoBHUMa. TedHO

TOBOpH U IMUIIC Enrneckn jC3I/IK.
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UsjaBa o ayTopcTBY

Wme u npesume aytopa: XKerbko Bacunuh

Opoj nHgekca: 908/10

UsjaBrbyjem
a je [OKTOpCKa gucepTaumja nog HacnoBOM:

DECISION SUPPORT ALGORITHMS FOR SECTORIZATION OF WATER
DISTRIBUTION NETWORKS

(AJTTOPUTMU 3A MOAPLLKY OONYHYMBAHY MPU CEKTOPUSALIMIVN MPEXA MO
NMPUTUCKOM)

e pe3yntaTt COnCTBeHOr UCTpaKnBadkor paaa,

e [a npeanoxeHa auceprauuvja y LEeNUHW HU Yy AenoBuma Huje buna npeanoxeHa
3a gobujare GuIo Koje aunnomMe npema CTyamjckum nporpammma gpyrnx
BMCOKOLLIKOJICKMX YCTaHOBA,

e [a Cy pe3yntatu KOPeKTHO HaBedeHUN U

e [a HucaM KpLUMo/na ayTopcka npaea U KOPUCTUO MHTENEKTyanHy CBOjUHY
APYrux nuua.

MoTnuc aytopa

Y Beorpagy, 26. centembap 2018.




U3jaBa 0 UICTOBETHOCTMU LUTaMMNaHe U eNeKTPOHCKe
Bep3uje AOKTOPCKOr paga

Mme n npeanme aytopa: Kerbko A. Bacunuh

bpoj nHaekca: 908/10

CTtyamjcku nporpam: paheBnHapcTBO

Hacnos paga: DECISION SUPPORT ALGORITHMS FOR
SECTORIZATION OF WATER DISTRIBUTION
NETWORKS

(ANNFOPUTMU 3A NOAPLWKY OANYHYNBAHY MNMPU
CEKTOPUBALININ MPEXA NOA NPUTUCKOM)

MeHTOP: B. npod. ap Munow Ctannh, gunn. rpaf). nHx.

M3jaBrbyjeM ga je witamnaHa Bep3nja MOr OJOKTOPCKOr paga UCTOBETHA €feKTPOHCKO)
BEP3ujM KOjy cam npefao/na 3a paav noxpamwewa y OurutanHom penosntopujymy
YHuBep3uTteTa y Beorpany.

[osBorbaBam ga ce objaBe MOjM NMYHM nojaum Be3aHu 3a gobujarbe akagemckor
Ha3vBa AOKTOpa Hayka, kao LITO Cy MMe U npe3nme, roamHa u Mecto pohewa n gatym
oabGpaHe paga.

OBu nuyHM nogaun Mory ce o06jaBuTM Ha MpPEXHMM CTpaHuuama gurntanHe
ombnunoTeke, y enekTpoHCKOM KaTasnory u 'y nybnukauvjama YHusep3auteta y beorpagy.

MoTnuc aytopa

Y Beorpagy, 26. centembap 2018.




UsjaBa o kopuwhemwy

Osnawhyjem YHusepautetcky 6ubnuoteky ,CseTtosap Mapkosuh® ga y [OurutanHu
penosvtopunjym YHuBepauTeTa y beorpagy yHece MOjy OOKTOPCKY AucepTaumjy nog
HacnoBoMm:

DECISION SUPPORT ALGORITHMS FOR SECTORIZATION OF WATER
DISTRIBUTION NETWORKS

(ANMTOPUTMM 3A NMOAPLLKY OAJTYHYMBAHKY MNMPU CEKTOPU3ALIMJIN MPEXA MO
NMPUTUCKOM)

Koja je Moje ayTopcko aeno.

OuncepTaumjy ca cBum npunosmma npegao/na cam y enekTpoHckoM bopmaTty NorogHoM
3a TpajHO apxMBupaHE.

Mojy [OKTOpCKy AucepTauvjy noxpaweHy Yy [OurutanHom  penosuTopujymy
YHuBep3uTeTa y beorpagy u OOCTynHY Y OTBOPEHOM MPUCTYNy MOry A KOPUCTE CBWU
Koju nowTyjy oapenbe cagpxaHe y ogabpaHom Tuny nuueHue KpeatuBHe 3ajegHuue
(Creative Commons) 3a kojy cam ce oany4duo/na.

1. AytopctBo (CC BY)

2. AytopcTtBo — HekomepuwmjanHo (CC BY-NC)

3. AyTopCcTBO — HekomepumjanHo — 6e3 npepaga (CC BY-NC-ND)

4. AyTOpCTBO — HekomMepuujanHo — genutu nog uctum ycnosuma (CC BY-NC-SA)
5. AytopcTtBo — 6e3 npepaga (CC BY-ND)
6. AytopctBO — Aenutu nog uctum ycnosmma (CC BY-SA)

(Monumo ga 3aoKpyxute camo jegHy of LecT NoHyhHeHnx nuueHum.
KpaTak onuc nuueHum je cactaBHM 4e0 OBe M3jaBe).

MoTtnuc aytopa

Y Beorpagy, 26. centembap 2018.




1. AytopcTtBo. [lo3BOrbaBaTe YMHOXaBawe, OUCTPUOYLMjy M jaBHO caomniTaBare
Jena, n npepage, ako ce HaBefe MMe ayTopa Ha HauuH ogpeheH of cTpaHe ayTopa
uUnu gaesaoua nuueHue, Yak 1y komepuujanHe cepxe. OBO je HajcnobogHuja og CBuUX
nuueHUMN.

2. AyTopcTBO — HeKoMepuujanHo. [lo3BorbaBaTe yMHOXaBawe, AUCTPUbyUMjy 1
jaBHO caonwiTaBake Aena, v npepage, ako ce HaBeJe MMe ayTopa Ha HauuH oapeheH
o[ CTpaHe ayTopa unu gasaoua nuueHue. OBa nuueHLa He Jo03BObaBa koMepumjanHy
ynoTpeby gena.

3. AyTopcTBO — HeKomepuujanHo — 6e3 npepapa. [Jo3BorbaBaTe yMHOXaBahse,
AncTpmnbyunjy n jaBHO caonwTaBawe Aena, 6e3 npomeHa, npeobnukoBakwa Wnu
ynoTpebe gena y cBOM eny, ako ce HaBede MMe ayTopa Ha HauvH ogpeheH of
CcTpaHe aytopa wunu gasaoua nuueHue. OBa nuueHua He 003BOrbaBa KoMepuujanHy
ynotpeby Aena. Y ogHOCy Ha cBe ocTarne nuueHue, OBOM MULEHLOM ce orpaHuyaBa
Hajsehun o61M npaBa kopuwwhewa gena.

4. AyTOpCTBO — HEKOMepLUMjanHo — OenUTu nog UCTUM ycrioBuma. [lo3BorbaBaTe
yMHOXaBak-€e, AUCTpUOYLMjy 1 jaBHO caonwiTaBake Aena, U npepage, ako ce HaBefe
MMe ayTopa Ha HauuH ogpefheH of cTpaHe ayTopa Wnv AaBaola NuLEHLEe U ako ce
npepaga AuCTpuMbyupa nog WCTOM MMM cnvyHOM nuueHuom. OBa nuueHua He
[103BOSbaBa komepuujanHy ynotpeby aena u npepaga.

5. AyTtopcTBO — 6e3 npepaga. [lo3BorbaBaTe yMHOXaBake, AUCTPUbyuunjy 1 jaBHO
caonwTaBawe aena, 6e3 npomeHa, npeobnukoBamwa unu ynotpebe genay cBom geny,
aKo ce HaBege MMe ayTopa Ha HauvH oapefeH of CTpaHe ayTopa wunu gaeaoua
nuueHue. OBa nuueHua Ao3BorbaBa kKoMepuumjanHiy ynotpedy aena.

6. AyTOopCcTBO — AenutM noa UCTUM ycrnoBuma. [lo3BorbaBaTte yMHOXaBak-e,
ANCTpnbyumjy 1 jaBHO caoniwiTaBake Aena, U npepage, ako ce HaBege nMe aytopa Ha
HauuH oapefeH o4 CcTpaHe ayTopa WnvM JaBaoua NuueHue U ako ce npepaga
anctpnbympa nog WMCTOM wMnM  cnudHoM numueHuom. OBa nuvueHua [A03BOrbaBa
koMmepuujanHy ynotpeby gena u npepaga. CnuyHa je codpTBEpCKMM nuueHuama,
O[HOCHO INnLEeHuamMa OTBOPEeHOr Koaa.



