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Introduction

In this thesis we will give an interesting relation between finite rings and their

graphs, such relations are obtained in following way.

Consider a directed graph G = G(Z,) = (V,E,®) on a finite ringR = Z, =
Z/nZ, where V,E are sets of vertices and edges respectively, and @: Z,, X Z,, = Z, X
Z,, defined by @(a,b) = (a + b, ab). Since R is finite, it has an integer characteristic
n = char R € N. If n is not a prime, then R has zero divisors and R[X] is not a unique
factorization ring, but if it is prime, then R nevertheless could have zero-divisors
(e.g.,Z, X Z,). Let m and k be relatively prime numbers, such thatn = mk, m < k and

define two maps
hy{:Zy = Ly,
hz: Zn 4 Zk

by h;(a) = (amod m) and h,(a) = (a mod k) respectively, so h; and h, are homo-
morphism maps, suppose that 65 =012 ..s —1 is a directed cycle of length s in a
directed graph G, then many interesting algebraic relations will exist between longest

cycles in Zy,, Z,, and Z;, which will be shown up in the chapter II1I.

Scientific field (nauc¢na oblast): Mathematics (matematika)
Narrow scientific field (uZa nauc¢na oblast): Abstract Algebra (Izvod Algebra)
UDC: 512.552.4:519.17(043.3)



Chapter I

Preliminaries

This first chapter introduces the fundamental definitions and properties of rings and
graphs. We will start with a ring theory and throughout this paper, R denotes a finite

commutative ring with unity.

(I) RINGS

In this section, we assume that a ring R is an abelian group with a multiplication
operation (a, b) — ab, which is associative, and satisfies the distributive laws a(b +
c¢)= ab + ab,(a+ b)c = ac + bc.

1.1 General ring axioms

1.1.1 Definition

A ring (R, +,) is said to be commutative if a - b = b - a foralla, b € R.
1.1.2 Definition

A ring (R,+,”) is said to be ring with unity if there exist element e € R such that
a-e =aforalla € R. The element e is called the unity of R.
The unity is also called the identity or unit element of R. Generally it is denoted

by 1 (not to be confused with the integer 1). The unity of a ring, if it exists, is unique.
1.1.3 Example

The set of integers Z under the usual addition and multiplication is a commutative ring

with unity.

1.1.4 Example

27, under the usual addition and multiplication is a commutative ring without unity.
1.1.5 Example

Let Z[\/E] = {a +bV2:a,be Z}. Under the usual addition and multiplication of

numbers, Z[v2] is a commutative ring with unity.



1.1.6 Definition

The ideal I is an additive subgroup of a ring R, which satisfies the condition:
ar € ] foralla € I,and allr € R.
We say that an ideal I of R is proper if neither I = {0} norl = R.
1.1.7 Example

(2Z, +,") is a proper ideal in (Z, +,-).
1.1.8 Definition

Let R and S be rings. A map f:R — S is called a ring homomorphism if f(a + b) =
f@)+f() and f(a-b)=f(a)-f(b) for alla,b €R. If R and S are rings with
identity, it’s customary to also require that f(1z) = 1g [usually we just write f(1) =
1]. If f is also a bijection then it is called an isomorphism and we say that R and S are

isomorphic rings, and we write R = S.
1.1.9 Definition

If f:R— S is a ring homomorphism, we define the kernel of f in the most natural

way:
Kerf ={r €eR,f(r) = 0}.

Since a ring homomorphism is in particular a group homomorphism, we already know
that f is injective if and only if Kerf = {0}. If f # 0, it is easy to check that Kerf is a

proper ideal.
1.1.10 Example

The function f: Z — Z,, defined by f(a) = a = a mod n is a surjective ring homomor-
phism with kernel nZ. [There is no ring homomorphism Z, — Z for n > 1 except the

0 —homomorphism].
1.1.11 Lemma

Suppose f:R — S is a ring homomorphism and the only ideals of R are {0} and R.

Then f is injective.



1.1.12 Definition

Let R and S be rings. The product ring R X S of R and S is the set consisting of all
ordered pairs (r,s), where v € R and s € S. Addition and multiplication are defined

component-wise: For 1,7, € R and 54,5, € S,
(r1,s1) + (r2,82) = (11 + 12,51 +52).

(r1,51) - (12,82) = (11 - 12,51° $2).

I won’t go through the verification of all the axioms; basically, everything works

because everything works in each component separately.
1.1.13 Example
Z, x 73 = {(0,0),(0,1),(0,2),(1,0),(1,1),(1,2)}.

It is not difficult to prove that Z, X Z; = Z.

1.2 Quotient rings

Let I be a proper ideal of R. Since [ is an additive subgroup of R by definition, it
makes sense to speak of cosets r + [ of I, r € R. Furthermore, a ring has a structure of
abelian group for addition, so I satisfies the definition of a normal subgroup. From

group theory, we thus know that it makes sense to speak of the quotient group:
R/I ={r+1,r € R}.
1.2.1 Definition

The set of cosets of an ideal I given by R/I = {r + [,r € R} is a ring with identity
1g + I and zero element Oy + I called a quotient ring.

Note that we need the assumption that / is a proper ideal of R to claim that R/I

contains both an identity and a zero element (if R = I, then R/I has only one element).
1.2.2 Example

Consider the ring of matrices M,(Z,[i]), where Z, denotes the integers modulo 2, and
it =
Z,[i] = {a +ib,a,b € {0,1}}. Let I be the subset of matrices with coefficients taking
values 0 and 1+ i only. It is an ideal of M,(Z,[i]). Indeed, take a matrixU € I, a

—1=1mod 2. This is the ring of 2 x 2 matrices with coefficients in



matrix M € M, (Z;[i]), and compute UM. An immediate computation shows that all
coefficients are of the form a(l + i) with a € Z,[i], that is all coefficients are in
{0,1 + i}. Clearly [ is an additive group. We then have a quotient ring M, (Z;[i])/I.

We have seen that Kerf is a proper ideal when f is a ring homomorphism. We

now prove the converse.

1.2.3 Proposition

Every proper ideal I is the kernel of a ring homomorphism.
Proof

Consider the canonical projection 7 that we know from group theory.

Namely

m:R->R/l; n(r) =r+1.

We already know that m is a group homomorphism, and that its kernelis I. We are
only left to prove that  is a ring homomorphism:

en(rs) =rs+1 =@+ D +1)=nlr)n(s).

*m(1g) = 1 + I which is indeed the identity element of R/I. ]

1.2.4 Definition

An element x of a ring R is called nilpotent if there exists some positive integer n such
that x™ = 0.

1.2.5 Example

In the ring Z/97Z, the equivalence class of 3 is nilpotent because 32 is congruent to 0

modulo 9.

1.3 Maximal and prime ideals
Here are a few special ideals.
1.3.1 Definition
Let R be a ring. The ideal {ra:r € R} is called the principal ideal generated by a € R

and is denoted by < a >. An ideal [ is called principal if there exists a € R such that
I=<a>.



1.3.2 Theorem

Let A be any subset of a ring R, and let {Iy})/EF be the family of all ideals in R such that

ACcI,. Thenl = Nyerl, is the smallest ideal in R containing A, and we write [ = <
A>.

1.3.3 Definition

A maximal ideal in the ring R is a proper ideal that is not contained in any strictly larger

proper ideal.
1.3.4 Example
The ideal 3Z is maximal in Z, but the ideal 4Z is not since 4Z € 27Z € Z.

1.3.5 Definition
Ideals I and J are called comaximal or relatively prime if I + | = R.

One can prove that every proper ideal is contained in a maximal ideal, and that
consequently every ring has at least one maximal ideal. But we will skip that since it is
not in our concentration. Let us mention the following theorem, which will be used for

characterizing maximal ideals.
1.3.6 Theorem
If I is an ideal of a ring R, then the canonical map
m:R - R/I
sets up a one-to-one correspondence between
* the set of all subrings of R containing I and the set of all subrings of R/I,
* the set of all ideals of R containing I and the set of all ideals of R/I. [

Here is a characterization of maximal ideals in commutative rings [Our assumpt-

ionn is that, the reader knows definitions of a field and an integral domain].
1.3.7 Theorem

Let M be an ideal in a ring R. Then M is a maximal if and only if R/M is a field.



1.3.8 Definition

A prime ideal in a commutative ring R is a proper ideal P of R such that for any
a,b € R, we have that:
ab € Pifandonlyifa € Por b € P.

1.3.9 Example

The ideal < 6 > is not a prime ideal in Z, since 2 X 3 € < 6 > although neither 2 nor
3 belong to < 6 > . However the ideal < 5 > is prime in Z, since the product of two
integers is a multiple of 5 only if at least one of the two is a multiple of 5.

The prime ideals of Z are precisely the maximal ideals; they have the form < p > for a

prime p, and the zero ideal < 0 > (which is not proper).

Here is again a characterization of a prime ideal P of R in terms of its quotient
ring R/P.

1.3.10 Theorem

Suppose that P is an ideal in R. Then P is a prime ideal if and only if R/P is an integral

domain.

1.3.11 Corollary
In a commutative ring, a maximal ideal is prime.

In the following we are giving some definitions which will be used in the next

chapter.
1.3.12 Definition

Let R be a commutative ring with identity. Let J(R) be the intersection of all maximal
ideals of R. J(R) is called the Jacobson radical of R.

1.3.13 Definition

Let R be a commutative ring with identity. Let N(R) be the intersection of all prime
ideals of R. Then N(R) is called the nilradical of R. If N(R) = {0}, then R is called a

reduced ring.



1.3.14 Definition

Let R be a ring, and let M be a left R-module. Choose a nonempty subset S of M. The
annihilator, denoted by anny(S), is the set of all elements r in R such that for each s in
S, rs = 0. [In set notation, anng(S) = {r € R: for all s € S,rs = 0}].

The annihilator of a single element x is usually written anng(x) instead of anng ({x}).

If the ring R can be understood from the context, the subscript R can be omitted.

1.4 Fermat’s Little Theorem

In what follows Fermat’s Little Theorem will be used so we state it for
completeness. Despite its name, Fermat's Little Theorem is one of most important
theorems. It was presented by Pierre de Fermat's in 1640 without proof in one of his
letters. Leonhard Euler provided the first published proof in 1736. The theorem is very
useful as a way of testing very large primes.

1.4.1 Proposition

Let R be a finite commutative ring and e be the identity element of R. Then x/Rl = e for
all x € R.

Proof

Suppose R is a finite commutative ring, define m,: R = R by m,(r) = xr for allr € R,
SO T, is a bijective map (multiplying by x~! is the inverse map). Hence

[Trer7 = [Trer xr = xR [T,er R,

and this implies xR = e.

1.4.2 Theorem (Fermat’s Little Theorem)

Let p be a prime number and a € Z be a number that is prime to p. Then
aP~! = 1mod p.

Proof. See in [11, p. 298].

1.4.3 Example

from the last theorem, then we know that:

(47)%? = 1 mod 3.

(110)® = 1 mod 7.



(I) GRAPHS

Many real-world situations can conveniently be described by means of a diagram
consisting of a set of points together with edges joining certain pairs of these points. For
example, the points could represent people, with edges joining pairs of friends; or the
points might be communication centers, with edges representing communication links.
Notice that in such diagrams one is mainly interested in whether or not two given points
are joined by an edge; the manner in which they are joined is immaterial.

A mathematical abstraction of situations of this type gives rise to the concept of

a graph.
1.5 General definitions and axioms

1.5.1 Definition

A graph G is an ordered triple (V,E, ®) consisting of a non-empty set V of
vertices (points-nodes), a set E of edges disjoint from V, and an incidence map & that
associates with each edge of G an ordered or unordered pair of (not necessarily distinct)
vertices of G.
If e is an edge and u , v are vertices such that ®(e) = uwv, then e is said to join u and v;
the vertices u and v are called the ends of e.

We shall assume throughout this work that both sets Vand E of a graph are finite.
It would be convenient to write a graph ¢ = (V,E,®) as G = (V,E) or simply as G.

The following example of graph should serve to clarify the definition.

1.5.2 Example

Let G = (V,E,®). Where V = {v1,v,,v3,V,4, U5}, E = {e4,e,, 3,64, €5, €6, €7,€g}, and
® is defined by :

D (ey) = vyvy, P(ez) = Vpv3, P(e3) = V303, Pey) = V30, P(e5) = V204, P(eg) =
Va5, P(e;) = v,vs5, and P(eg) = v,vs.Then G is the graph which is presented in the

following diagram



Figure 1.5.1 A diagram of the graph G.

Notice that the definition of a graph implies that to every edge of the graph G we
can associate an ordered or unordered pair of nodes (vertices) of the graph. If an edge
e € E is thus associated with an ordered pair < u,v > or an unordered pair (u,v)
where u, v € E, then we say that the edge e connects or joins the nodes u and v. Any

pair of nodes which is connected by an edge in a graph is called adjacent to an edge.
1.5.3 Definition

In a graph G = (E,V), an edge which is associated with an ordered pair of V XV is
called a directed edge of G, while an edge which is associated with an unordered pair of

nodes is called an undirected edge.

In the figure 1.5.1 we have edges eq, e, and eq are directed. But edges e3,e,4,es,e; and

eg are undirected.
1.5.4 Definition

A graph in which every edge is directed is called a directed graph (a digraph), and if
every edge is undirected then a graph is called an undirected graph. But if some edges

are directed and some are undirected then a graph is called mixed.
1.5.5 Definition

An edge of a graph with identical ends is called a loop.
The direction of a loop is of no significance; hence it can be considered either a directed
or an undirected edge.

For example e3 in figure 1.5.1 is a loop.
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1.5.6 Definition

A graph is simple if it has no loops and no two of its edges join the same pair of
vertices.

So the graph in example (1.5.2) is not a simple graph. But the graph in the next figure is
a simple (and directed) graph.

Figure 1.5.2 A diagram of the simple graph G.

1.5.7 Definition
A trivial graph is a graph which has just one vertex.

1.5.8 Definition
The graph with finite number of vertices as well as a finite number of edges is called a

finite graph; otherwise, it is an infinite graph.

1.5.9 Definition
A vertex v; and an edge e; are said to be incident with each other, when v; is an end
vertex of e;.

In figure 1.4.1, e4, e; ,e5 ,e; and eg are incident with the vertex v,.

1.5.10 Definition

For a graph G, a walk is a finite alternating sequence of vertices and edges that begins
and ends with a vertex and no edge appears more than once. The number of edges is
called the length of the walk.

A vertex however, may appear more than once. Any edge that appears in a walk is
incident to the preceding vertex and to the next vertex.

In figure 1.5.3, for example, v, av,bvscvzdv,ev, fvs is a walk.

11
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Figure 1.5.3

1.5.11 Definition
The net length of a walk is the difference between the number of forward edges and the

number of backward edges, in the walk. Note that the net length may be negative.

1.5.12 Definition
A closed walk is a walk that begins and ends with the same vertex, and a walk that is

not closed is called an open walk.

1.5.13 Definition

A path is an open walk in which no vertex appears more than once, and the length of a
path is the number of edges in that path.

In figure 1.5.3, for example; v,ev, fvs is a path of length 2.

1.5.14 Definition
The distance between two vertices u and v in a graph G is the length of the shortest path
joining them. It will be denoted by d (u, v). If there is no path between u and v, then we

say d(u,v) = oo.

1.5.15 Definition
For a graph G, the diameter of G is denoted by diam(G) and is defined by diam(G) =
sup{d(u,v):u # v,and u,v € G}.

1.5.16 Definition

A cycle is a closed walk such that no vertex (except the initial and the final vertex)

appears more than once. A cycle is also called a circuit.

12



1.5.17 Definition
For a graph G, the girth of G is denoted by gr(G) and is defined as the length of the

shortest cycle in G. If there are no cycles in G, then we say gr(G) = oo.

1.5.18 Definition

A graph G is called a connected graph if there is at least one path between any pair of
vertices in G. Otherwise, G is called disconnected.

For instance, in figure 1.5.2, the graph is connected, while in figure 1.4.4, the graph is

disconnected.

Figure 1.5.4 A diagram of A disconnected graph G

1.5.19 Definition

A graph G is called a complete graph if every pair of its vertices are adjacent.

A complete graph of n vertices is denoted by K,,, K, has (721) edges.

1.5.20 Example
The following is, K, complete graph

Figure 1.5.5 A diagram of the complete graph K,

1.5.21 Definition
For a graph G, G is a bipartite graph if its vertex set V can be partitioned into two

disjoint subsets V; and V, such that, every edge of G joins a vertex of V;with a vertex of
V.

13



V2
Figure 1.5.6 A diagram of a bipartite graph

If every vertex in V; is joined to every vertex in I, we obtain a complete bipartite graph.
We write K, ,, for the complete bipartite graph with |V;| = m and |V;| = n. Here |E| =

mn.

Figure 1.5.7 A diagram of the K3 5 graph

1.5.22 Definition
A planar graph is one that can be drawn on a plane in such a way that there are no "edge

crossings," i.e. edges intersect only at their common vertices.

1.5.23 Theorem (Kuratowski 1930)

A finite graph G is planar if and only if it has no subgraph that is isomorphic to the

complete graph in five vertices K5 or the complete bipartite graph K3 3.
1.5.24 Definition

Graphs G = (V;, E;) and H = (Vy, Ey) are isomorphic if there is a bijective function f
from V; to Vy such that for all vertices u and v in V; , (u,v) € E; if and only if
(f(w), f(v)) € Ey. And we write G = H.

1.5.25 Example

Let G and H be the two graphs indicated in figures 1.5.8 and 1.5.9

14



Figure 1.5.8 Figure 1.5.9

Let f:G — H defined by:

fler) =aq, f(ez) =as , fles) =aws , flew) =ars1, fles) =arz , fleg) = ass,
fler) =ag , fleg) =ay , fleg) =a; , flero) =as , fler) =ay, , flex) =as ,
f(e13) = a, , and f(ey4) = as.

Then f is the bijective function from V; to Vy satisfy the following condition:

For all vertices u and v in Vg , (u, v) € E; if and only if (f (w), f(v)) € Ey.

And hence G = H.

Figure 1.5.10 gives another diagram of the graph G in the above example

Figure 1.5.10

As a matter of fact all of our concentration will be on a homomorphism of
graphs instead of isomorphism of graphs which will ignore the bijectivity, see definition
3.3.1 in the Chapter III.

15



1.5.26 Definition

A tree is a connected graph with no cycles. A spanning tree of a graph G is a subgraph

of G which is a tree and includes all the nodes of G.

1.5.27 Example
In this example the tree has 6 vertices and 6 — 1 = 5 edges. The unique simple path

connecting the vertices 2 and 6 is 2456.

6
Figure 1.5.11 a diagram of tree

1.5.28 Definition
In an undirected tree, a leaf is a vertex of degree 1.

1.5.29 Theorem
Every tree has at least 2 leaves.
Proof

Let T be a tree and P : uq, u,,...,u; a longest path in T. We know that P is not closed
because T is a tree. We know that u, has degree 1 because if u; was adjacent to any
vertex not on P, we would have a longer path and it can’t be adjacent to any vertex on P

other than u, or we would have a cycle. Similarly, u, must have degree 1.

1.5.30 Corollary

If the minimum degree of a graph is at least 2, then that graph must contain a cycle. =

16



1.5.31 Example
Consider the following graph G

b e
The three spanning trees G are:

b ce e

b c e

b c e

17



Chapter 11

Graphs associated with rings

Introduction

In this chapter I will give some connections between commutative ring theory

and graph theory which is very useful to understand a given algebraic structure R.

2.1 Zero-divisor graph

The idea of a zero-divisor graph of a commutative ring was introduced by L
Beck in [13] where he was mainly interested in coloring of commutative ring. This
investigation of colorings of a commutative ring was then continued by D. F. Anderson
and M. Naseer in [8].
2.1.1 Definition

An element x in a ring R is called a zero-divisor if there exist a non-zero element y in R

such that xy = 0.

2.1.2 Definition (Anderson and Livingston graph I'(R))

Let R be a commutative ring with 1, and let Z(R) be its set of zero-divisors. We
associate a (simple) graph I'(R) to R with vertices Z(R)" = Z(R)\{0} , the set of non-
zero zero-divisors of R, and for distinct x,y € Z( R)”, the vertices x and y are adjacent

ifxy=0.
Thus I'(R) is the empty graph if and only if R is an integral domain.

2.1.3 Example

Below is the zero-divisor graph for (Zg ,+,) and (Zg ,+,).

Note that this example shows that nonisomorphic rings may have the same zero-divisor

graph.

18



2.1.4 Theorem ([9], Theorem 2.2)

Let R be a commutative ring. Then I'(R) is finite if and only if either R is finite or an

integral domain.

2.1.5 Theorem ([9], Theorem 2.3)

Let R be a commutative ring. Then I" (R) is connected and Diam I'(R) < 3.
2.1.6 Theorem ([9], Theorem 2.4)

Let R be a commutative ring not necessarily with identity. If I'(R) contains a cycle, then
grl'(R) < 4.

2.1.7 Theorem

Let R be a commutative ring. Then I'(R) is complete if and only if either R = Z, X Z,
orxy = 0 forall x,y € Z(R).

2.1.8 Definition

For any x,y € Z(R), definex ~y iff xy =0 or x =y. The relation ~ is always
reflexive and symmetric, but usually not transitive. The zero-divisor graph I'(R)
measures this lack of transitivity in the sense that ~ is transitive if and only if I" (R) is

complete. (Not all graphs under this condition are simple).
2.1.9 Example

In [Example 2.1.3], the zero divisor graph for (Zg ,+,-) will have a loop, because

4 X4 =16 = 0 mod 8. The diagram will change as the following:

2.2 Comaximal graphs
2.2.1 Definition

A comaximal graph denoted again by I'(R) is the graph obtained by setting all the
elements of R to be the vertices and defining distinct vertices x and y to be adjacent if
and only if Rx + Ry = R.
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In the following, J(R) will be refries to the Jacobson radical of R, U(R) is the group of
units of R, I(R) is the set of idempotents in R, and Max(R) is the set of maximal ideals
of R. And if we suppose that I} (R) =< U(R) > and I,(R) =< R \ U(R) > then we
can give some properties of I'(R) as in the following theorems:

2.2.2 Theorem ([15], Theorem 2.2)

Let R be a commutative ring. Then the following statements are equivalent:

(a) The graph I, (R) \ J(R) is completely bipartite.

(b) IMax(R)| = 2.

2.2.3 Theorem ([ 15], Proposition 2.3)

Let R be a commutative ring and let n > 1. Then the following statements hold:
(a) If IMax(R)| = n < oo, then the graph I,(R) \ J(R) is n-partite.

(b) If [Max(R)| = 2 and the graph I, (R) \ J(R) is n-partite, then |Max(R)| < n. In
this
case, if the graph I, (R) \ J(R) is not (n — 1)-partite, then |Max(R)| = n.

2.2.4 Theorem ([ 15], Proposition 2.4)
Let R be a commutative ring with |[Max(R)| = 2. Then the following statements hold:
(a) If the graph I, (R) \ J(R) is complete n-partite, then n = 2.

(b) If there exists a vertex of the graph I (R) \ J(R), which is adjacent to its every other
vertex, then R = Z, X F, where F is a field.

2.2.5 Theorem ([15], Theorem 3.1, Lemma 3.2, and Proposition 3.3)

Let R be a commutative ring. Then the graph 2(R)\J(R) is connected and we have
diam(T,(R) \ J(R)) < 3. Moreover, diam(T,(R) \ J(R)) =1 if and only if R = Z, X
Z,. Also if |Max(R)| = 2, then diam(I’,(R) \ J(R)) = 2 if and only if one of the
following statements hold:

(a) The Jacobson radical J(R) is a prime ideal of R.

(b) [Max(R)| = 2 and R & Z, X Z,.
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2.3 Intersection ideal graphs
2.3.1 Definition

Let F = {S;:i € I} be an arbitrary family of sets. The intersection graph G (F) of F is the
graph whose vertices are S;,i € I and in which the vertices S;and S; (i,j € I) are
adjacent if and only if S; # S; and S; N S; # @.

We will denote to the intersection graph of ideals of R by In(R). From the last
definition it is clear that In(R) is the undirected simple graph and its vertices are in a
one-to-one correspondence with all nontrivial left ideals of R and two distinct vertices
are joined by an edge if and only if the corresponding left ideals of R have a nontrivial
(nonzero) intersection. Clearly the set of vertices is empty for left simple rings. In this
case we refer In(R) as the empty graph. Also for any ideal I in R we will give the same
symbolize I to refer to the vertex in In(R) which is corresponded to I.

The following is Lemma 2.1 in [16]

2.3.2 Lemma

If In(R) is planar, then any chain of ideals of R has length at most five.
2.3.3 Lemma ([16], Lemma 2.6)

If In(R) is planar, then [Max(R)| < 3.
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Chapter III

An interesting relationship between finite rings and graphs

Introduction

If we have a finite commutative ring R and @:R? — R? is a mapping, where
@(a,b) = (a + b,ab) for alla,b € R, then @ defines a finite directed graph G = G(R),
with vertices R? and edges defined by @. We will call it a ring graph, and under this
connection we can connect some ring properties of R to graph properties of G. The basic
of this work will be on rings R = Z, = Z/nZ, their graphs should reflect number-

theoretic properties of integers.
3.1 Degrees and Vertices

In this work, we consider the degrees of vertices in G(Z,). As usual, the
outgoing (incoming) degree of a vertex (a,b) is the number of arrows going out
(coming in) this vertex, since G is a function, so it is clear that the outgoing degree of
each vertex is one. One might ask what the incoming degree of the vertex (a, b) is. The

answer to this question was given in [5] as the following proposition.
3.1.1 Proposition

The incoming degree of the vertex (a,b) € G equals the number of distinct roots of the
quadratic polynomial X2 — aX + b € A[X].

If p is a prime, then the incoming degree of a vertex (a, b) in the graph G, can
be either 0 (if X? — aX + b is irreducible, i.e., 0 # 4b — a* € Z,, is a quadratic non-
residue modulo p), or 1 (if 4b — a? = 0), or 2 (if 4b — a? # 0 is a quadratic residue
modulo p).

If n is a nonprime, then the incoming degree of a vertex (a, b) in the graph G,
can be greater than 2, which depends on the different factorizations of X2 — aX + b.

(As we will see in Figure 3.1 when n = 6, incoming degree is equal to 4).
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3.1.2 Definition

The sequence:

(3.1) (a1, by) = (az, by) = -+ = (ay, by)

of edges in G defines a cycle of length k (or a k-cycle) if (ay + by, axby) = (ay, by)
and (a; + b;, a;b;) # (a;,b;) for all j < i < k. In addition, Ek will be referred to the

directed cycle with vertices 0, 1,...,k — 1.

In the following diagram; G; = G(Z;) fori =1, 2,3,4,5, and 6. We notice that
there are cycles of length one (loops) as well as longer cycles. Also, some graphs G; do
contain G; as a (weakly) connected component and some do not. The definition also
implies that if k > 1, then every b; # 0.

Gl: GZ:GI +
O O™
Gg:Gl + G423L2 +
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GS:Gl + 2L2 + GG:Gl + L2 + L3 +

70 e

70 0

Figure 3.1

The following are propositions 3.1, 3.2 and 3.3 in [5].
3.1.3 Proposition

1) There are exactly n = #R cycles of length 1 (or loops) in G, and they correspond to
the vertices (a, 0).

2) Each connected component of G contains exactly one cycle, and the number of

connected components is n + #{cycles of length > 1}.

3) The graph G, is a (weakly) connected component of G if and only if R has no

nontrivial nilpotent elements.

Actually the n components corresponding to loops are trees, with these loops as
roots. Cycles of length greeter than 1 correspond to non-tree components, and the graph

G is a union of these two paths: G = T U N. [T refers to tree and N refers to non-tree].
3.1.4 Proposition

If the sequence (3.1) is a k-cycle, then

24



01(b) = 02(b) = 03(b) = 0, (ox(a) — Doy (b) =0

where 0,,(X) = 0,,(X4,...,Xx) = o are the usual elementary symmetric polynomials

in k variables.
3.1.5 Proposition

For k = 1, the “sequence” (3.1) is a 1-cycle (or loop) & o0;(b) = 0.
For k = 2, the sequence (3.1) is a 2- cycle & a,(b) = g,(b) = 0.
For k = 3, the sequence (3.1) is a 3- cycle & a,(b) = 0,(b) = 03(b) = 0.

3.1.6 Remarks

1) It is easy to see that there exists a 2- cycle & the ring R has nontrivial nilpotent
elements. For, since (a,, b,) # (ay, by), we have b; # 0, b? = 0 and this is a nilpotent
in R. Conversely, if ¢ is a nilpotent, ck=1£0,c* =0 fork > 1, take b = c*¥~1. Then
b? =0 and there is a 2- cycle (—1,b) » (b —1,—b) — (—1,b). Therefore, the
existence of nilpotents in R is visible in the graph G in two different, equivalent ways:

the absence of a G;-component and the presence of 2- cycle.

2) In the case R = Z,, this is equivalent to the condition that n is not square free, since
Z, has no nontrivial nilpotents if and only if n is square-free. This leads to an
(inefficient) algorithm for deciding whether a given integer n is square-free: look for 2-

cycle in the corresponding graph G,,.

3) The existence of a 3- cycle implies that the ring R has zero-divisors, since in such
case b;b,b; = 0 and all b; # 0.

4) Proposition 3.1.3 suggests a tempting conjecture: if the sequence (3.1) is a k-loop,
then a,(b) = 0,(b) =---= or(b) = 0. However, as the example R = Z5 shows (see
Figure 3.1), it is already false for k = 4: there is a 4-cycle (2,2) = (4,4) = (3,1) »
(4,3) such that g;(b) = 0,(b) = g3(b) = 0 and 0,(b) # 0. In this case, g,(b) = 1 in

accordance with the proposition.

3.2 A Connection between a zero-divisor graph I'(R) and a ring graph G(R)

LetT'(R) be a zero-divisor graph defined as in [Definition 2.1.8]. Suppose
thata,b € I'(R) are adjacent vertices, which means thatab = 0. Now we have two
cases:

(1):Ifa # b, thenab = ba = 0 = @(a,b) = @(b,a) = (a + b,ab) = (a + b,0), and
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then @(a + b,0) = (a + b,0) is a loop in the ring graph G(R).
(2): If a = b, then a is an idempotent element in R and thus a’=0=0¢(a,a) =
(2a,0), and then @(2a,0) = (2a, 0) is also a loop in the ring graph G(R).

These two cases can be explained as in the following diagram:

(a,b)
(a,a

(b,a)

Figure 3.2

From figure 3.2 we can notice that an edge of a nonzero zero-divisor graph
corresponds to a point in a tree component! [In a non-tree component there are no zero-
divisors]. Moreover nonzero zero-divisors must be on level 2 in each tree component
and level 1 consists of n points(a,0), a € R, so if we have a zero-divisor graph T'(R)
then all vertices in both cases (/), (2) must be on level 2 of the graph G(R), also don’t
forget vertices of the form (0,a), for alla € R, a # 0. Because @(0,a) = (a,0), and
then @(a, 0) = (a, 0) are loops in G(R) for all @ € R which are (n — 1) cases in a finite
ring R with |R| = n. [i.e. vertices (0,a), a € R are also on level 2 in G(R)].

If we refer to the number of vertices of level 2 in G(R) by u, the number of edges
in I'(R) byn,, and the number of loops in['(R) byn;, then we can conclude the

following proposition from the above argument.
3.2.1 Proposition

Let R be a finite ring with n elements, and suppose that ['(R), G(R) are its nonzero

zero-divisor graph and ring graph respectively. Then
u=m-1)+2n,+n;.
3.2.2 Example

Suppose that R = (Zg, +,"). Then by Example 2.1.3 we have n, = 2 and n; =0, so
u=(6-—1)+2x2+ 0 =9 which is the number of vertices of level 2 in G(Zg) = G,.
See ( Figure 3.1) to check.
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3.3 Homomorphism of graphs
3.3.1 Definition

A homomorphism of G to H, is a mapping f:V(G) — V(H) from G to H, such that it
preserves edges, that is, if for any edge (u,v) of G,(f (uw), f(v)) is an edge of H. We
write simply G — H.

If f is any homomorphism of G to H, then the digraph with vertices f(v),v €
V(G), and edges f(v)f(w), vw € E(G) is a homomorphic image of G. Note that f(G)
is a total subgraph of H, and that f: G = f(G) is a surjective homomorphism.

3.3.2 Proposition

Let G and H be digraphs, and f: G — H a homomorphism. If vy, vy, - -, v,_; 1s a walk
in G, then f (vy), f(v1), -+, f(vg—1) is a walk in H, of the same net length ([14]).

In particular, homomorphisms of G to H map paths in G to walks in H, and
hence do not increase distances (the minimum length of the paths connecting two

vertices). So we have the following fact.
3.3.3 Corollary

If f:G - H is a homomorphism, then d(f(u), f(v)) < d(u,v), for any two vertices

u,vofG.
Proof

If u= Vo, V1, " Vg =7V is a path in G’ then f(u) = f(UO)lf(vl)l' v )f(vk) = f(v)
is a walk of the same length k in H. Since every walk fromf (u) to f(v) contains a path
from f(u) to f(v), we must have d(f (u), f(v)) < k. ]

3.3.4 Definition
The graph with vertices v, vy, ..., Vy_; and edges v;v;,; fori = 0,1,...,k — 1 (with

addition mod k) is called the cycle C - Note that C « has k vertices and k edges.

3.3.5 Corollary

A mapping f:V (5k) - V (G) is a homomorphism of 5k to G if and only if f(v),
f(y),..., f(vg_1) is aclosed walk in G.
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Proof

Suppose that 5k is a cycle of distinct vertices vy, vy, ..., Vg_1. Then v; and v;,, are
adjacent for alli = 0,1,...,k —1 (with addition mod k). By the Definition 3.2.1,
f:V (C) = V (G) is a homomorphism of Cy to G if and only if f (a;) and f(a;,) are
adjacent for all { = 0,1,...,k —1 (including f(vi_;) and f(vy)), if and only if
f(wo), f(vy),..., f(vr_1) is aclosed walk in G. ]

3.3.6 Remark
In the case of G = G(R) every closed walk is a cycle.
Proof: Obviously, since the out-degree is always 1. [

Observe that a set of vertices is independent in G if it contains no pair of

adjacent vertices. In terms of the associated partition, we have the following condition.

A given digraph G satisfies G = Ek if and only if the vertices of G can be partitioned
into k independent sets Sy, S, ..., Sk_1 so that each edge of G goes from S; to S;,4 for
somei =0,1,...,k — 1 (with addition modulo k).

Recalling that a closed walk is a homomorphic image of a cycle, we can

reformulate the last result as follows.

3.3.7 Corollary

A digraph G satisfies G — 5k if and only if the net length of every closed walk in G is
divisible by k. [See reference 14, page 6].

3.3.8 Corollary
Copy1 = Cypyq ifand only if I < k.
Proof

An odd cycle has no closed odd walk shorter than its length, and has a closed walk of
any odd length greater than or equal to its length. [

Figure 3.3 illustrates a homomorphism f: C,; — Cs; the images f(v),v € V(C,)
are shown in Cs. (Hence we see the closed walk £(0), f(1), ..., f(6), f(0) in Cs).
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Figure 3.3

3.4 Related Properties

3.4.1 Theorem

f ={(alwlalm) € Z,, X Zy,|a € Z} is a function f: Z, — Zy, if and only if m | n.
Proof. See in [7, p. 89]. u

Let m and k be relatively prime numbers, such thatn = m.k,m < k. Define a

map
hl: Zn i Zm

that maps representative 0 < a < n in Z, to (a mod m) in Z,,. Since m divides n, then

h; is a homomorphism. Moreover, kerh, = mZ, < Z,, and |kerh,| = k.
Similarly, the same holds for h,: Z,, = Zj.

Observe that mappings h; and h, induce mappings of corresponding graphs,
which will be denoted again by hy and h,, hy: G(Z,) = G(Z,,), hy: G(Zy,) = G(Zy).

We will denote the longest cycle in the digraph G(Z,) by Eln for short (We
should notice that G may have more than one cycle of the same longest length [,,), and

all our discussion later will be based on the construction of h; and h,.
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3.4.2 Proposition

Let 5lnand 5lmbe two directed cycles in G(Z,) and G(Z,,) respectively. If 6ln - 6lm’

then L,,, divides [,,.
Proof
Suppose that 6ln is a s-cycle (where s = [,); that is,
(a1, b1) = (az, by) = -+ = (as, by).
Since h; is a homomorphism, then
(hy(a1), hi(b1)) = (h1(az), hi(by)) = -+ = (hy(as), hi( bs))
is acycle in G(Z,,), and
(h1(a1), h1(b1))= (hi(as + bs), hi(as - bs))
D = (hy(as) + hy(bs), hy(as) - hy(bs))

Since h;connects k elements in Z, into every element a € Z,,, that means
(hy(ay), hy(by)) = (hy(aj), hy( b)), for some 2 < j < s. Then (hy (a;), by (b)), i < j
are all different. So according to (1) [,, = t.l,,, for 1 <t < s. Hence [, is divisible by

L. [
In the following we will use the so-called Chinese Reminder Theorem:
3.4.3 Theorem (Chinese Reminder Theorem)

Let nq, n,,...,n, € N be pairwise relatively prime numbers, i.e., gcd(ni,nj) =1 for

i #j.Letn = nyn, ...n,. Then the map
Y: Ly > Ly, X oo XLy, ,[x] > ([x modn,],...,[x modn,])
is an isomorphism of rings.

Proof. (e.g [12]) [ |

3.4.4 Proposition

If n = m.k, m and k are relatively prime numbers, then G,, = G, X Gp.
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Proof

By Theorem 3.4.3, Z,, = Z,, X Z;, and since hy:Z, = Z,,, h,:Z, = Z; define ring
homomorphisms fromZ, toZ,, and Z, respectively, then h,:G(Z,) = G(Z,,),
h,:G(Z,) = G(Z;) also define graph homomorphisms. Hence G, = G, X G.

3.4.5 Corollary

There is a bijection between cycles @ in G, and pairs of cycles (ES, @) in G, X Gy,
where r = LCM (s, t).

In the following proposition, if we suppose that [, |lx, l;, # 1 (so ,,, might be
equal to [;) then there is no proof that maps h; and h, will send the longest cycle 5111

in G(Z,,) to longest cycles 5lm and 5lk in G(Z,,) and G(Z;) respectively. Because the
cycles in G(Z,,) and G (Z;) which are smaller than 6lm and Elk might have a pre-image
which is a cycle with length longer than the pre-image of 6lm and 5lk themselves. As
an example, let 6lm = 52 and Elk = 54 then the pre-image for both of them is 54 while

the pre-image of cycles 52 and 53 is a cycle 56 which is longer than 64. So we will take
in our consideration that if [,,|l;, then l,, must be equal to 1. As a matter of fact we
used the computer calculations for n from 1 to 200, and this exception case does not
exist.

3.4.6 Proposition

The maps h; and h, send the longest directed cycle Eln to the longest directed cycles

C 1, and C 1> respectively.
Proof

Suppose that 6lm, 5lk are longest cycles in G(Z,,) and G(Zj) respectivaly. Then L, [,,
will have only two possible cases:

Case (1) Ifl,, = 1, then 5lm and 5lk have the same pre-image. Let us call itfr, SO
L7, Lk |7 (see proposition 3.4.2), and by Chinese Reminder Theorem r = [j,. Our goal
now is to prove that Er is the longest cycle in G(Z,). Assume that there is an another
cycle 5(1 * 5r such that d > r, then the length of hl(gd) divides the length of 6d, also
the length of hz(fd) divides the length of Ed. Then again by using Chinese Reminder
Theorem we get hl(fd) > 6lm or hz(fd) > 6lk (This inequality holds if hy (5d)
and h, (5 1) ) are relatively primes or even if they are not relatively primes);

This contradicts our assumption, that C L C 1, are longest cycles.
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Case (2) If (I, ly) = 1. As we have done in the case (1), the cycles Elm and 5lkwill
have the same pre-image @ where 1|7, and [ |r. Suppose that there is an another cycle
6,1 such that g > r, then the length of h, (6q) divides the length of 5,1 and the length of
h, (5q) divides the length of Eq (see proposition 3.4.2).
o If the length of hl(fq) = [,,,, then the length of hz(fq) > ;.. Similarly if hz(fq) =
l;, then
the length of hl(fq) > l,,,. Both cases contradict with our assumption.
o If the length of hl(fq) = 1, in this case the length of 5q equals the length of hz(fq),
which means hz(fq) > ;.. This is a contradiction.
o If the length of hl(fq) < l,,, and is not 1. Then hz(fq) > [, because 5q > @. Where
lengths of the last cycles is the product of hl(fq), h, (5q) and C, L C 1, Tespectively.
This case indicates a contradiction. Hence @ is the longest cycle in G (Z,).

So in both cases we have proved that Er = 1,, Which completes the prove ]
3.4.7 Corollary

All directed cycles 6p, for all primes p are incomparable. i.e., 5p - 5q if and only if
P=q.
3.4.8 Theorem

Let m, k € N be relatively prime numbers, i.e., gcd(m, k) = 1. Let n = mk. Then, the

length of the longest cycle 6ln is the least common multiple of [, and [;, where [,,, and

[}, are the lengths of the longest cycles C 1,, and C 1, Tespectively.
Proof

We will use the theorem 3.4.1, and the argument below it. Consider that 5lnis a s-cycle

(where s = [,,), that is
(al' bl) - (azlbz) = (as' bs)'

Then, hy (5ln) is a cycle in G(Z,,). Similarly, h, (5ln) is a cycle in G(Zy). So according

to propositions 3.4.2 and 3.4.6, we have the following cases:

(1) If (aq,b,) € Zy, X Zy, © G(Z,,). Then, both h; and h, send (a4, b,) to the same
vertex, so that the cycle Eln must terminate at the first multiple of [,, and [, because

(a4, by) is a unique original vertex of (hy(ay), hy( by)) and (hy(a;), ha( by)).
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(2) If (aq,b;) € Z, X Z,,. Then, the map h; sends the element t in Z, to element (t
mod m) in Z,,. Similarly, the map h, sends the element t in Z,, to element (t mod k) in
Zy. Since m and k are two different modules, by Chinese Remainder Theorem, two
different vertices (hi(a;),hy(b1)) and (hy(a;),hy(by)) uniquely determine the

original vertex (a4, b;). Thus the length of C 1 terminates exactly at the first multiple of

the lengths of C 1,,and C 1,- Hence the proof follows. [

3.4.9 Theorem

Let p1, D2, -, Dr € N be pairwise relatively prime numbers, i.e., gcd(p;,pj) =1 for
i#j. Let n=p;..p,. Then the longest cycle 5’n in G(Z,) has a length [, =
LeM(l,, L, ,...
G(Zyp,),,G(Zyp,),,---,G(Zp,), respectively.

'lpr ), where lp L lp2 . lpr are the lengths of the longest cycles in

Proof

The proof follows directly from theorem 3.4.8 and Chinese Remainder Theorem, by

mathematical induction on r. [ |
3.4.10 Proposition

The length of the longest cycle 5lpm can be p™ ! or a - r for some a > 1, where 7 is

the length of the cycle C Lm-

Proof

Let p be a prime number, and m > 1 be any integer. The function h: Z,m — Z, which
is defined by h(a) = amod p is a homomorphism, and kerh = pZ,m < Z,m, where
|kerh| = p™1.

Suppose that
(ay, by) = (az, by) = -+ = (as, bs)

is the longest cycle 5lpm (where l,m = s) in G(Z,m). Therefore, if by € kerh, then

h(flpm) will be (a,0), a = h(a;) € Z,. It follows that, l,m < p™~! (because p™~! is

the number of elements in Z,m, which are congruent to a mod p), where [,m is the
— ,m-1

length of the cycle 5lpm. To prove [,m =p we will prove it for m = 2 and the

complement comes by using the mathematical induction on m.

33



Letm =2 = s = l,m = [z, suppose that by = tp,1 < t < p that means

(%) (a1, b1) = (ay, tp) = (a, + tp, astp) - (a1 + tp + aytp, (a; + tp)(a,tp)) -
o (ag + (1 +a,+ai+ad+-+ af_z)tp, le_ltp)

Since
p-1
-2 a -1
l+a+adi+ad++a ™ =—21—,
a;—1

then

p=1_4 _
1 tp,a’ " 'tp),

a
a;—1

(ar+(1+ay +a+a}+-+a)p,ad 'tp) = (a, +

by (Theorem 1.4.2) we get,

p-1_ _
(a1 + a21-11 tp, a’ 1tp> = (a4, tp), and by the substitution in (*) we get:

(ay, by) = (a; +tp,astp) - (a1 +tp + astp, (a; + tp)(altp)) — > (ay, by)

Hence lym = p?~! = p.

If b; & kerh, then a; won’t be in kerh neither. Assume that h (5lpm) = @ that means

1<r< lp. According to theorem 3.4.8, we observe that r divides lpm. Hence lpm =
a r for some a > 1. [ |

Note that, at the moment there is no way to determine the value of a in the
second case. For instance, when n = 5, 5-cycle is the longest cycle in G(Z,5). At the
same time, 4-cycle is the longest cycle in G (Zs) [so it is case 1]. When n = 11, 30-
cycle is the longest cycle in G(Zq51). At the same time, 6-cycle is the longest cycle in
G(Z,4) [so it is case 2].

Let n€N and n = le 1p;l 2...p;" be the decomposition of n into different

primes. Then, according to theorem 3.4.3, Z,, is isomorphic to Z,n1 X Zynz X ...X Zynr.
3.4.11 Theorem

Letn €N and n = p? 1pg 2 ..p;" be the decomposition of n into primes, such that
p; #p; fori#j, Then, the longest cycle 6n of G(Z,). Has length
l, = LCM(lp;zl,lp;tz, lp;lr), where lp;:'-l,lp;lZ, ...,lp:}r are the lengths of the longest
cycles in G(anl), G(anz), wry G(Zynr) Tespectively.

Proof

The proof comes by using Chinese Remainder Theorem, the preceding argument, and
Theorem 3.4.9. u
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Conclusions

The aim of this thesis is to find some an interesting relations between finite
commutative rings with unity and there digraphs. The strategy was to define a digraph
G (Zy,) on the finite ring Z,, = Z/nZ as follows:

Define a mapping ¢:Z, X Z, > Z, X Z, by ¢@(a,b) = (a + b,ab). Likely, this
mapping reflects the structure of Z,. Since Z, is finite, so one can interpret ¢ as finite
digraph G = G(Z,,) with vertices Z, X Z, and arrows defined by ¢. If n is not prime,
then Z,, has zero-divisors and Z,[X] is not a unique factorization ring (if ab = 0, a #
0, b#0, then (X —a)(X—b) =X[X— (a+b)] are two distinct, nonassociated
factorization of X2 — (a + b)X. If n = p is prime, then Z, nevertheless could have
zero-divisors. From the above we see that either n is a prime, Z,, is a field and Z, [X] is
a UFD, or n is not prime, Z, has zero-divisors and Z,[X] does not have the UF
property. Let m and k be relatively prime numbers, such that n = mk, m < k. Define

two maps
hl:Zn - Zm,
hz:Zn i Zk'

This two maps representatives 0 < a < n in Zyto (a mod m) in Z,, and (a mod k) in

Zy, respectively.

Observe that mappings h; and h, induce mappings of corresponding graphs, which will
be denoted again by h; and h;. Define the directed cycle 5k =012 ..k—1inG(Z,),
likewise C 1,, Will refer to the longest cycle in G (Z,). By using a homomorphism graphs

and Chinese Reminder Theorem, I will prove some properties like;

1) Let 6ln and 5Lm be two directed cycles in G(Z,) and G(Z,,) respectively. If
6ln - Em, then we have L,,, divides [,,.

2) The maps h; and h, send the longest directed cycle Eln to the longest directed
cycles 6lm and 5lk respectively.

3) Let m,k € N be relatively prime numbers, i.e., gcd(m, k) = 1. Let n = mk.
Then, the length of the longest cycle C 1,, is the least common multiple of [,,, and

l, where L, and [, are the lengths of the longest cycles 5lm and 5lk

respectively.

35



4) Letne N and n = pil 1p;l 2...p," be the decomposition of n into primes, such
that p; # p; for i # j, Then, the longest cycle 6n of G(Z,). has a length [, =

LCM(lp;u, lp;lz, e lp;lr), where lp;u, lp;lz, e lp;lr are the lengths of the longest

cycles in G(Zpn1), G(Zynz2), ..., G(Z,nr) respectively.
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® 1a mpelJioKeHa AUCEPTalMja y LeJHMHM HHU Yy JAeJoBMMAa HHUje Omiia
npeajiokeHa  3a Jo0Mjame OWJI0 KoOje AWILUIOME MpeMa CTYIHjCKUM
NPOrpaMuMa APyrux BHCOKOILIKOJICKMX YCTaHOBA,

® J1a Cy pPe3yJTAaTH KOPCKTHO HABCACHH H

® 1a HUCaM KPIINO/JIa AyTOPCKA NMPaBa U KOPHCTHO MHTEJEKTYaJHy CBOjUHY
APYTHX JHLA.

IloTnuc AOKTOpaHaa

Y Beorpany,

39



Hpuaor 2.

H3jaBa 0 HCTOBETHOCTH IITAMIIAHE U €JIEKTPOHCKE

Bep3Hje JOKTOPCKOr pajaa
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U3zjaBuju na je mraMmaHa Bep3Wje MOT JOKTOPCKOT pajia MCTOBETHA EINEKTPOHCKO]
Bep3Wju KOjy caM Tpenao/na 3a o0jaBjbMBame Ha noptany JlmruraiHor
peno3uTopujyMa YHuBap3urera y beorpany.

Jlo3BoJbaBaM Ja ce 00jaBe MOjH JIMYHH ITOJAIA BE3aHU 3a JIOOHjHE aKaJeMCKOT 3Bama
JIOKTOpa HayKa, Kao IITO Cy UME M MPe3rMe, TOJMHA U MeCTO pol)erma U JaTyM ol0paHe
pana.

OBM nMYHM @OJallM MOTry ce O0O0jaBUTHM Ha MPEXHHUM CTpaHMLaMa IUTHTajHe
OubimoTeke, y EJNeKTPOHCKOM KaTajlory W Yy IyOJNuKamujamMa YHHUBEp3UTETa Y
beorpany.

IToTnuc AOKTOpaHaa

VY beorpany ,

40



puJtor 3.

H3jaBa o xopumhemy
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