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Abstract

The aim of doctoral thesis is establishing a new model for production
program optimization which is follow the systematization of existing
knowledge in field of production program planning and integration method

such as activity base calculate, genetic algorithm, and risk management.

This research introduces a contemporary model design for production

program planning in business-manufacturing systems.

An integrated model of ABC method and GA technique for cost volume
profit (CVP) problems is developed. It applies to check the objective function
and constraint function, and to obtain the optimal solution. It uses data
provided by ABC systems designed to keep track of variable and fixed costs,
and requires the model user to formulate a contribution rule that will allow to
compute, for each product, the output required to achieve a given (target)
profit. The purpose of the integrated model construction is to invest C-V-P
analysis with realism, and to remove a basic deficiency from the traditional C-

V-P model.

In this research also, an integrated model of risk management and GA
introduces to evaluate the observed results of production program and reduces
the risk of operating losses and affects in the efficiency of management in
production program planning as well. The integrated model enables the
management to choose the best among alternative products and to determine
concurrently optimal production levels in the light of a firm's goals and

objectives.

In order to verify the presented model, experimental research was

conducted into pilot plants. A significant result was reached.

By comparing the obtained results of thesis model (integrated approach)
with the traditional model results, it clearly shows that the integrated approach
improves the machinery capacity utilization level 58%. This improvement

reflects on the determination of right optimal quantities of the products.
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Abstract

The results show also the impact of outer risk sources in the quality of
decisions which is directly effect on the Profit margin. This integrated approach
improves total revenue and decision quality by eliminated influence of the
impact of outer risk sources as much as possible. The improvement of total
revenue and decision quality appear clearly in the obtained results. All the

results obtained is supporting and confirming the thesis hypothesis.

This model expected to be a significant contribution to the development of
industrial engineering as a branch of science that studies the behavior of
business-manufacturing systems and methods of manufacturing process

management and organization.

Key words: Production Program, Multi-Objective Optimization, (GA) Genetic Algorithm,
(ABC) Activity-Based Costing, Risk Management.

Scientific field:

Technical science, Mechanical Engineering.
Narrow scientific field:

Industrial Engineering,.

UDC: UDK 658.512:005.3(043.3)
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CaxxeTak

ITpenmeT moOKTOpcKe OucepTallyje je IIpOjeKTOBame HOBOI Mojesla 3a
yHampebeme Ipolleca IUIaHMpama I[IPOU3BOIHOr IIporpaMa IPVMEHOM
IIPOjeKTOBaHOI Mojlejla 3a ONTMMM3allMjy IIPOM3BOJHOI IIporpama y
IIOCJIOBHO-ITPOU3BOIHMM CUCTEMVIMA.

Ha ocnHoBy cmcreMatmsanmje mocrojehmx casHama M HMXOBe aHajIu3e, y
UCTpaXuBamy ce yKasyje 1a je Moryhe yHampeauTy mpoliec IUIaHUparba
MIPOM3BOIHOr IIporpaMa Kpo3 m30op omrosapajyhmx mocrtojehmx mertoma m
bVIXOBOM KOMOWMHAIIMjOM IIpe/UIOKeHVIM pefociiefloM dYrmMe ce [o0mja
ajJleKBaTHUje pelllebe 3a ITocMaTpaHu IpobsieM. ITpojekroBaHu Mopesn 3a
yHarpeberme mpolieca IUlaHMpara IIPOM3BOIHOr IIporpamMa ysmuMa y ob3up
eKCTepHe W YHYTpallllbe yTUIlajHe paKTope Ha IIpollec IUIaHMparba
IpOM3BOAHOr HporpaMa. EkcrepHU dakTopu o3HaueHM Kao M3BOPU PU3MKa,
yBputheH cy y Momesl Kpo3 yIIpaBbarbe PU3MKOM. VIHTepHM dakTopu
YK/by4eH Cy KpO3 OrpaHuyer-a Yy MOy BUILIEKPUTEepUjyMcKe
onTMMM3alyje y KojeM PYHKIIMje Hyba IIpeCTaBsbajy HellnHeapHe PyHKIIMje
KeJbeHMX KpuTepujyMa 3a MacKMMaJIHO VcKopuIlheme YHYTpallmbuxX
IIPOM3BOAHMX pecypca.

Y panmy je Ha OCHOBY IIOpadyHa IleHe KOINTarka ITPOM3BOAA IIpema
aKTMBHOCTMMa TeHepucaHa HeJlMHeapHa (PyHKIIMja TpOIIKOBa, a 3aTuM je
V3BpIIeHa BUIIEKpPUTEpPUjyMCKa ONTMMM3alMja IIPUMEHOM TIeHeTCKMX
aJlropuTaMa 3a HeJIMHeapHe 1/WiM JIMHeapHe (PYyHKIMje IWba YUjU CY
U3JIa3HY pe3ysITaTu IIpeCcTaB/balli yila3 3a IPUMeHy MeToje 3acHOBaHe Ha
OLleHM pu3MKa KaKO OM ce OIIEHMO CBaKM aJITepHAaTVMBHN IIPOV3BOAHU
IporpaM y IIOCMaTpaHOM ITOCJIOBHO-IIPOV3BOJHOM CUCTeMY IIOJ, [I€jCTBOM
PasIMUNUTX eKCTepHMX YTUllajHUX d¢akTopa Koju Hucy oOyxsaheHm y
KJIaCMYHO] BUILIEKPUTEPUjYMCKO] aHa/IM3M Koja ce IIPeTeXHO OpVjeHTHIIe Ha
MaKCMMaJTHO McKopuihele YHyTpallbyX pecypca mpenyseha.

Y 1uwby Bepudmkanmje moOujeHMX pesyirara, CIPOBEHEHO je

eKCIIepVIMEHTATHO VCTpaXknBarbe y JIBe MIoT pabpuike.
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CaxxeTak

[Topeberem pesysraTa J00MjeHMX IIPUMEHOM IIPOjeKTOBAaHOI MoOfella 3a
yHarnpeberse mpolieca IlaHVparba IIPOU3BOJHOT IporpamMa U TpanIIIOHaTHOT
IIpUCTYyIIa, YTBpDeHo je fa je mpuMeHoM yHampebeHor 1polieca 3a IVIaHMpaHe
IIPOVU3BOAHOL IIporpama cTereH Kopuinhera MalllMHCKUX KarlaluTeTa osehan
3a 58% u mosehame yKymHOr mpodmnTa dmMe je mOTBpDeHa MojIa3Ha XMUIIOTe3a

VICTpaXXvBarba.

PesynTat Takobe mokasyjy yTullaj u3sBopa pusMKa Ha KBaIUTeT OIJIyKe
KpO3 reHepucarme MaTpulle pU3MKa 3a IIOCMaTpaHy BapujaHTy ITPOVU3BOLHOT
IporpaMa, Ha OCHOBY Koje je moOmujeHa yKyIlHa OIleHa pm3uKa. MeHalIMeHT
pusukoM omoryhasa JoHOCHOIy OfjIyKe M300p aJITepHaTVBHOI IIPOM3BOIHOT
IporpaMa Ha OCHOBY IpOpadyHa yKyIlHe OILleHe pU3MKa 3a CBaKy BapujaHTy
IIPOM3BOAHOr IIporpamMa ¥ m300opa OHe BapujaHTe YMji je YKYIIHWM PU3SUK

HajMarbu.

KrpyuHe peurnt: mponsBoIHY IIporpaM, BUIIEKpUTepUjyMcKa OIITUMM3allvja,
reHeTcku ajiroputMu, ABLL ripocTyn, yripasbame pU3MKOM.

Hayuna obGsact:

Texnruke Hayke, MammHcTBO.
Y>xa Hay4uHa 00s1acT:
VHaycTpmjcKO MHXKXeH-epCTBO.

UDC: UDK 658.512:005.3(043.3)
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Chapter One

Production Planning Review

1.1 Preface

Today an effective production (or manufacturing) planning and control
(PPC) system becomes an important achievable target to any successful
company. MPC is a system that concerned with planning and controlling all
aspects of manufacturing, including materials, scheduling machines and
people, and coordinating suppliers and customers. Therefore, every enterprise
or company seeks to have a strong, an effective, and an adaptable PPC system
to respond to changes in the competitive arena, customer requirements,

strategy, supply chain and other possible problems.

Clements and Northrop [2002] said the development of a set of core assets
which include requirements specifications, architecture models, software
components, and adopt components is used to develop products of a product
line. The communication medium between core asset developers and product
developers and how the core assets are used to develop products is production
plan. The product line approach is adopted in order by the organizations to
achieve a number of goals such as reduced time to market, reduced production

costs, and improved quality

To reach these goals which the product line organization wishes, strategic
reuse of assets such as Domain and requirements models, the software
architecture, test plans and test cases, Reusable software components, budgets,
schedules, and work plans should be accomplish by an architecture-centric

product development approach [Gary C., John D., 2002].

Clements and Northrop [2002] said the production strategy is the

foundation in core assets design which is responsible for products developing.

Core asset developers created general production plan. Then the product
developer will be able to create a specific product in product line from the
general production plan. In addition, the product developers should be

determining product requirements, customizing the product line architecture
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and components, and specifying the testing assets for the specific product [Gary

C., John D.2002].

To maximizing the profit of an organization, some of issues should be

taken in consideration during production plan created:

The most efficient core asset for product building should be determined.
Chosen the best coordinate way of core-asset creation that support
consistent and effective product development in a product line.
Definition and locating the most helpful information of core asset which
support the product development in a product line.

Chosen the best variation mechanisms that provide core assets.

The ability of product developers efficiently to utilization the variability
mechanisms in the core assets.

Flexibility of product developers during modifying the core assets of the
product line.

If specific problems arise during integration of assets, what kind of help
and where can be found.

Ability to estimate the cost and schedule if specific product requirements

be send.

1.2 Production Plan

The core-asset developer creates the process. Each core asset which

includes the requirements, architecture, components, test cases, plans,

schedules, and budgets has an attached process and that describes how the core

asset is used in product line plan. These steps called production plan which

lead to yield a product [Clements, and Northrop 2002].

Complete description of the production plan introduced on concept of

Operations [CONOPS or Con Ops] as following: (Cohen, 1999].

Input requirement to build a product,

Activities that guide or lead to a completed product,
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. Roles and responsibilities of the product developers, and

J Schedule and resources associated needed to build the product.

In product line organizations, CONOPS document is used to describe how
the product line organization operates. It is useful document for personnel to
understand the roles and responsibilities in the organization. CONOPS
describes the characteristics of a proposed system from the viewpoint of an
individual who will use that system. Also, it is used to communicate the
quantitative and qualitative system characteristics to all stakeholders. In
general, the CONOPS progresses and develops from a concept description

point to achieve desired objectives or end state point.

Usually concept of operations documents share the same properties such

as:

J Statement of the goals and objectives of the system

. Strategies, tactics, policies, and constraints affecting the system

o Organizations, activities, and interactions among participants and
stakeholders

. Clear statement of responsibilities and authorities delegated

J Specific operational processes for fielding the system

. Processes for initiating, developing, maintaining, and retiring the system

With a special product line for special products, one plan fits all products.
In this case, the product-build process and production schedule are non
significant; the only real issue is the production resources. In this type of
production lines, the production plan contains all of the information needed by

the product developers [Gary C., John D., 2002].

The production plan is designed to contain only the processes and
resources required that is relevant to the creation of that special product.
Instance, deluxe products have special security features while basic products

have not. It means; the product line architecture would have a corresponding
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variation point that permits different operating systems. In conclude; each
product-specific production plan is a brief guide to build one a specific product

[Gary C., John D.2002].

1.2.1 Product Line Production Planning Activities

Product line asset engineering and product engineering are the two major
engineering processes of Product line. They include several of activates which
are identified related to product line production planning [Clements and

Northrop, 2002]. Figure 1.1 below shows these activities:

- Market analysis results
- Marketing strategy

Markoling and | - Markeling and prodect plen
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- Expucied feguency of feature usage - Faature binding techniques
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Figurel.1 Product Line Production Planning Activities [Kang and others, 2002]

1.3 Creating the Product Line Production Plan

The production plan for a product line is more complicated and deals with
a wide domain of topics reverse than the typical project plan which is used for a
single product. It contain the sequence of activities needed to build a product,
schedules of activities, bills of materials, and assignments of roles and
responsibilities. The production plan for a product line is deferent from one
product line organization to another. In spite of, it describes all communication

between the core-asset developers and the product developers, as well as a
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source for resource and schedule estimates in any organizations [Hax and

Arnoldo, 1987].

The main responsibility for developing the production plan is the core-

asset as explain in figure 1.2 & table 1.1.

Core Asset
Developers

feedback on

asset adequacy responsible for

Production
Plan

execute plan contribute to

Product
Builders

Figurel.2 Relationships between Core-Asset Developers and Product Developers [Gary
C., John D.2002]

Tablel. 1 Responsibility of core-asset developers & product developers on production
plan [Gary C., John D.2002]

Core-asset developers product developers

¢ Contribute to the production | e Contribute to the production

plan from the perspectives of plan from their perspective of
having analyzed all products actually executing the
within the scope of the product-building process.

product line and having

e Provide feedback to the core-
developed the core assets.

asset developers initially as

¢ Responsible for including they attempt to understand
sufficient information about the product-building process.
each core asset to allow the
product developers to
understand the assets and
make choice.

e Later, provide feedback based
on their experience with the
product- building process.

¢ Identify process defects,

® Provide guidance to the
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product developers on how unrealistic constraints, and
the assets should be used by implicit assumptions in the
attaching a process to each processes attached to the core
core asset. For example, the assets.

attached process of the
software architecture provides
a technique for tailoring the
architecture to fit the specific
product.

¢ Identify interactions between
independent processes that are
not properly coordinated and
contribute to evolving
resources such as Frequently
Asked Questions (FAQs).

1.4 Using the Production Plan

The production plan is the guide map of production developers. It
determined the path of the product from the beginning to the delivery stage to
the customers. All the information needed to track the progress of product

provided by production plan. This information helps the product developers as:

1. Provide them alternative choices of variants core-asset to choose the best.

2. This information use as mapping between sets of assets. That helps the
product developers to determine which assets are needed to develop the
product and the product under construction as well [Gary and

McGregor, 2002].

1.5 Relevant Characteristics of Product Lines
Clements and Northrop [2002] introduced product lines in three deferent

ways and as shown in figure 1.3:

1. Product line is related to experience of practice area.
2. Product line is related to ripeness or type of product market.
3. Product line related to automation of product ingenuity and innovation.

1.5.1 Practice Area Expertise.

A product line organization improves it’s expertise by selecting core assets

which related to practices. Organization that has institutionalized will describe
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all the production process in details. On the other hand, the organization which
has not institutionalized could not adopt the product line practices and has only
a simple document that may be in the developer’s mind [Clements and

Northrop, 2002].

1.5.2 Automated Product Creation

Product line of product creation offers fixed set choice from the available
set features. That means the information domain is not important for the
product developer to know and the actual components being used to
implement the product as well. Therefore, a new plan required for each new
product. This lead to the product developer needs to expand his components
knowledge as well as domain. In the automated product line, all parameters
need to build process and the possible values of these parameters are described
by the production plan. In contrast, in case of manual creation, the product
developers could include requirements analysts, architects, component
builders, testers, and so forth. In such type, the production plan provides
detailed information about the available components and provides instructions

for creating new build scripts [Gary and McGregor, 2002].

Fuily
Not raady to automated
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Figurel.3 Classification Dimensions [Gary C., John D.2002]
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1.6 Classification of a Product Line
Figure 1.4 shows the directions of product lines movement over the time.
The production plan should be changed and flow this movement to match and

accommodate the line’s new position.

Fully
automated

manual

Figurel.4 Product Line Evolutions along the Classification Dimensions [Gary C., John
D.2002]

1.7 Issues in Building a Production Plan

Product line’s production plan documents could be fully automatic, semi
automatic, or completely manual. Every type of product line has a strategy for
creating product. This strategy determines the development process that is

documented in the production plan.
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Organizational Management |
» Market Analysis
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Figurel.5 Production Strategies [Gary C., John D.2002]

As shown in figure 1.5 a number of elements such as market analysis,
scoping, technical issues, and the business case are inputs to the production
strategy. The production developer is a source of these elements for the
production strategy. This strategy is, in turn, the primary input to building the

production plan.

This section addresses in some detail about:

. Production strategy description and how it’s influence on production
plan.

. Describing of product developer’s view of a product line.

o Production plan creating.

1.7.1 Production Strategy

The production strategy is built depending on Goals of product.
Therefore, Production strategy identifies all conditions and techniques that
support those goals for product development. Number of factors are defined by
production strategy such product developers skills and how they identify the
product, process of product developers, and technical environment needed to

build the software product.
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1.7.1.1 Qualities of the Production Strategy

Production qualities strategy is defined as the qualities needed to produce
a product and not the quality of that product himself. It comes from business
case and should be specified before the strategy is defined. Production strategy
should have required qualities that achieves to product line goals. Quality of

production strategy should be:

. Flexibility. It means the product line has the goal of adopting emerging

technologies as quickly as possible.

. Simplicity. Reducing product developers (personal cost).

. Performance. Increase of the product line when entering to a new
market.

. Modularity. Ability to maintain of product line goals and standard in an

emerging market by replaced or modified some core asset.

1.7.1.2 Influences on the Production Strategy

Market Analysis and Business Case Development are the most significant
influence on the production strategy; they called organizational management

practice areas.

In case of emerging and flux marketing, unstable product line exists
because features of product are changeable rapidly. For mature market, the
features are stable and automatic generation products can be applied. In
competitive market with high demanding of customers and each with special
needs, the organization needs to respond for marketing rapid time to compete

successfully.

Business case drives the production strategy in many ways. For example,
reducing the long term cost of organization leads to reduce the number of
software developers. Also, adopting a product line approach for first time could
be face apprehensive and resistance from current staff. So, gradual changeable

may be appropriate.

10
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Also, Scoping (domain) and the software engineering practice areas of
“ Architecture Definition” and “Component Development” are influence on the

production strategy as well; they called Technical management practice area.

Product line scoping (domain) drives the production strategy in way if
product line includes products that have very tight performance requirements.
That needs to determine the types of products and customization at product-

build time.

Process definition affects on process model which had chosen as an

essential component on production strategy [Gary McGregor, 2002].

Also, architecture definition has significant affect on production strategy.
For example, one of the architecture’s quality attributes is build ability.
Mechanism needed to achieve that quality attributes which will effect on the

strategy for building products [Bass, 1998].

Specifications of component development are determining the production

process that is able to do when asset are selected.

1.7.1.3 Interactions between the Production Strategy and Core Assets.

The guide line of core asset developer is the production strategy. It
defined the structure information of each component which should be available
to the product developer. On other hand, core asset selection can be affected on
production strategy. It means production strategy progresses as long as new
core assets are starting selected. Other special interaction between production
strategy and core assets through development environment constructed such as

commercial product line and individual programming tools.

1.7.2 Product Developer’s Perspective.

The person who is deal with the production plan and all its components
such as product line’s core assets, attached processes, production process, and
production strategy called product developer. The task of product developer is

determining the product that should be building and the special core assets are

11
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required or needed to build that product. Also, he should make integrated

between components which are identified by production strategy.

Production plan has many benefits:

Efficient. It includes all the activities which are necessary to produce a
special product.

Complete and understandable. Containing all the usable information are
needed and without outside assistance.

Usable. It allows the product developers able to locate needed

information quickly and easily.

1.7.3 Building the Production Plan

Two basic elements are needed to build production pan, plan structure

and core assets.

1.7.3.1 Plan Structure

Structure of plan consists of:

Introduction, such as production context, audience, and qualifications.
Product development strategic view includes assumptions, qualities,
possibility product producing from available assets, and production
strategy.

Overview of available core assets, such as basic inputs and dependencies
and variations.

Production processes details.

Management information like resources of schedule production, bill of

materials, details of a specific product, and metrics.

Production plan expands and develops the production strategy and it’s

concepts and recourses into complete definitions. It integrates the production

strategy and core assets required, people and bill of materials. Strategy plan and

variation choices identify resources requirements while activities accomplish

12
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production plan. Resources distribution and their sequences in order are

implemented by the schedule [Gary and McGregor, 2002].

1.7.3.2 Core Assets

Production plan provides all core asset requirements to product
developers in appropriate production process place. These core assets are
presented depend on variation points and include all information that is
relevant to product developers. Variations points are determined by core asset

developers depend on where the products are vary [Kang, 1990].

Product developers use the production plan to removal or reduce
scattering effect which could face them. This is done by considering only the
assets needed in the production plan and organizing the core assets in order of
elements list or a sequence such as “product identifier, core asset, variation

point, instructions” in the production plan.

1.8 Describing the Product Development Process

Production plan explains the production line process that needs to
produce a product. Many criteria are required for this process before building

the product. These criteria are defined in CONOPS.

Table 1.2 below contains three different examples describe product line

corresponding at specific classification point.

Tablel. 2 Examples: Corresponded product line at specific classification [Gary C., John

D.2002].
Example Market Practices Process
1 Immature Not Institutionalized Manual
2 Mature Institutionalized Automated
3 Mature Institutionalized Semi- Automated

1.8.1 Example 1
In this case, the product built in an immature market and has minimally
automated process. This type is suitable for an organization, whose has not

institutionalized practice areas. Allowable paths between practice areas are

13
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shown in figurel.6. Experience in product line is needed in all of practice area
[Clements and Northrop, 2002]. As competitors add new features as functional
of products rapidly changes and improve quality of product to gain market

share.

In this type of product line, production plan should be content all critical

to avoid any confusing from product developers.

Reguirements Englinsering

Co
System / peve
Software Cormponents

Figurel.6 Dynamic Structure of the Product Builder Pattern [Clements and Northrop,
2002]

1.8.2 Example 2

This case is suite for an organization that has institutionalized practice
areas. Also, process of product development is automated and product builds
in in a mature market. In view of highly automated development process, no
new development is required [Clements and Northrop, 2002]. The product
developers collect requirements. After that, they use product line tool to define

and assign the requirements to be used. Finally, they test product results.

14
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Requirements Engineering

Figurel.7 Dynamic Structure of the Product Generation Variant [Batory, 1997 and
Weiss, 1999]

Batory [1997] and Weiss [1999] introduced a simple product development

techniques flow for this type as show in figure 1.7.

In this type of product line, requirements process is automated derived by
a fixed set of features. After the requirements are selected, the build tool
automatically constructs the application. The application of this type of product
line basically calls or designates documentation, whose includes definitions and
dependencies of all requirements set. On the other hand, the plan should have
using instructions of the requirements and testing tools to develop a product.
To avoid any incur royalty fees, the bill of materials should include any external
components so that the plan provides a unit cost for the product especially in

case of produce specific product.

1.8.3 Example 3

In this example, the product build for an evolving market a mature
product line organization is suite. Here, the product process is created

automatically in the areas of requirements engineering and system integration.

15
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But some activities still accomplish depend on personal experience such as

architecture definition and testing.

In this type of product line, production plan include all practice area that
could be required to produce specific product as shown in figure 1.7. Also, the
production plan is rapidly changing document but the change is well managed.
No changeable is possible during the beginning of the product creation unless

the changes correct fatal flaws correct in the production plan.

1.9 Specializing Production Plan for a Specific Product

In this type of production line, the plan guides the product developer
through an inevitable and unchangeable product-build process. In other words,
the product-build process on this type of product line will be fit for all products.
Variation of these processes built on the basis of features selection. It means
each product has a product-specific production plan. Consequent, each plan has

specialized design.

The processes that attached to the production plan direct the product
development team in creating the product-specific production plan. These

directions are:

J Depending on definition, select and order the process steps that are
needed.
J Providing all the assets that use for this specific product will be exist on

bill of material of product develop.

. Define build product scheduling time and its estimate time.
. Adapted modified of core asset parts of production plan that must be
changed.

1.9.1 Selecting and Ordering Process Steps

Different technologies application, adapting and modifying of assets, and
different requirements are responsible of variations between products. The
product process becomes more defined and the product takes the exact form as

the teams of product make the decisions. After that, the steps of the attached

16
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processes of all of the selected assets are integrated into a tight specific

production plan.

1.9.2 Developing the Bill of Materials

Bill of materials includes all of the assets that are needed to build the
product and it is the basis of cost estimates and schedule predictions in the
production line for a special product. Each asset can be assigned one of the

following costs:

J Determining royalty fee charged for each royalty fee charged.

. An amortized internal charge that is resulting from developing
organization by cut off sum allocated over the projected to be sold.

J Purchase price time form external source for one time.

. No direct charge for the asset.

Scheduling prediction is effected by the bill of material also. Each asset
that is includes in the bill of material can be affect on modifies estimate time

and data of the schedule. For example:

. Externally mandated components. These components may be core assets

or specific component for a particular product. Corporate strategies outside

and product line developers are responsible in determining of these
components.

o Standard, acquired components. These components are core assets. For

example, planning for the product line may lead to select an external vendor

who supplies a portion or portions of every final product.

J Local core assets. These are the core assets developed by the product line

organization.

1.9.3 Management Estimates

Depend on requirements resources to staff schedule, the initial
information of the scheduling and cost estimates will be exist in the production
plan. This information will be updated after any specific product definition is

completed.

17
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Humphrey [1995] said standard management cost and size estimates is

determined by techniques such as Personal Software Process M (PSPSM) and

Team Software Process SM (TSPSM). An example of format for such a table for

components shown in table 1.3.The time estimates for each phase within each

component type are based on measurements collected during previous product

development efforts. In other words, as the assets are evolved over time as the

bill of materials is updated, consequent, estimates are updated.

Tablel. 3 Rate Table [Jacobson and others, 1999]

Component type

Effort required integrate (in hours)

New component, one - time - use

Analysis:
Design:

Implementation:

Test:

New component, new core asset

Analysis:
Design:

Implementation:

Test:

New variant on a core asset

Analysis:
Design:

Implementation:

Test:

Core asset reuse

Analysis:
Design:

Implementation:

Test:

1.9.4 Maintaining the Production Plan

Production plan may change or modified related to some of actions such

as:
. Changing in the requirements.

. Emendation or correction of business priorities.

. Creation of a new asset.

o Appearance or issue of a new version of an asset.

J Upgrade of a tool.

. Revision of a process.

18
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Multiple version plans are made before receive to the product line
production plan. The current version of the production plan is created and
configured when a new product-specific production plans are created. The
production plan configuration contains links to the current set of core assets. As
these assets are upgraded as a new configuration is created to match and fit the
new version. The product line organization draws the policy about how often

these new configurations are created as illustrated in figure 1.8.

Figurel.8 Configurations of Production Plans [Gary C., John D.2002]

1.10 Using the Production Plan

The production developers use the production plan to guide their day-to-
day work and keep communication with each other’s. They evaluate the
performance and effectiveness of the plan then use that evaluation to correct

and improve the production plan.

1.10.1 Interactions

The production plan is used in the context of other synchronous processes.
Some of processes such as personnel evaluation process may little or no
interaction with the product development process. The most common types of

interaction are:

. Processes of software development.

. Processes of product development.

19
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1.10.1.1 Software Development Processes

There are many methods are used by organizations when they begin a
product line approach such as the Rational Unified Process (RUP) [Jacobson,
1999]. These types of methods have good features such as a strong support tool
and well test approaches. These features are used to build strong software that

satisfies a set of requirements.

1.10.1.2 Product Development Processes

The interaction between planning, management, and development
portions of the organization is defined by product development processes such
as Product and Cycle-Time Excellence (PACE) [McGrath, 1996]. Product
development processes may extend to include hardware development,
marketing, sales, and maintenance roles. Production plan describes links
between the process that create the software and the overall product
development process. In some models like PACE model is defined base on
projects that are focused on single products. This definition can be in
fundamental conflict with the product line approach. For example, in case of an
organization which use PACE model to build software, the interaction between
the core-asset developers and product developers for each product in the
production plan is missing from the PACE model. It means the product
developers operate within the structure of the PACE model while the core-asset

developers work outside the model as shown in figure 1.9.
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Figurel.9 The integration of the Software and Product Development Processes
[McGrath, 1996]

1.10.2 Using the Plan before Product Creation

Construction plan for any product build base on product line’s production
plan. Product specific production plan is created by processes attached in the
production plan. These processes include a lot of information that is useful to
determine the practice areas are needed for developing the product. Fore
example, PSP technique is one type of that information could be use to estimate
the size of the final product [Humphrey, 1995]. Many factors can be used to
estimate several product attributes such as number, size, and complexity of

each component. An example for such calculation is shown in table 1.4.
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Tablel. 4 PSP Categories for Size Estimation [Humphrey and Watts, 1995]

Type of

Component LOC

Base Program Type Methods Relative Size

Base Size (B) 1/S/LC Integer Very Large - Very Small

LOC Deleted
(D)

LOC Modified
M)

Added LOC

Base Additions
(BA)

New Objects
(NO)

Reused
Program (R)

Estimated

Total LOC NO+B-D-M+R =

Other techniques such as COCOMO offer only system-level estimates
while the PSP technique provides detailed planning information [Boehm, 1981].

The product line will use the technique that best fits its needs.

1.10.3 Using the Plan during Product Development

Production plan includes all the strategy details and roles for the product
developers. This plan explains all the roles and responsibilities of the product
developers and provides the guide lines for the product developers to do many
deferent forms. For example, the plan will be determine variability resolution
analysis for product developers, identify parameter values of generators and
constructors, and guide conducting reviews, collecting data, and tracking

progress for managers.

1.10.4 Using the Plan after Product Development

Production plan should be structured to facilitate any evaluation later.
Because the product developers will be evaluate all the operation of the product
line process and the effectiveness of the production plan in guiding that process
through and after the action. Clarity, completeness, and correctness are some of

characteristics that the product developers will be evaluated. Also, each asset
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listed in the bill of material is also evaluated for goodness of fit with each other
and for consistency within the group listed in the bill of materials as well. The
product developers will inform the core asset team as quickly as possible by
any defects in the assets. On this basis, the core assets developers will make

change required in the process depend on report of the product developers.

1.11 Evaluating the Production Plan

The production plan is evaluated periodically. The start of a new product
development effort is a particularly useful time at which to review and evaluate
the plan. Specifically, reviewing the accuracy of the schedules and cost
estimates from previous projects should be done at the start of a new product,

before the same calibrations are used to produce new estimates.

The product developers evaluate the plan in terms of the characteristics.
The results of that evaluation are provided to the core-asset developers, who
evaluate the information in the plan to ensure that it reflects the current version
of each core asset. The core-asset developers then update the production plan

and any other pieces that need modification.

Jones and Northrop introduced a set of criteria to improve and evaluate

the production plan. These criteria are summing up in:

. Appropriateness for purpose,

. Purity and clarity,

o Brevity,

. Sufficient,

. Internal modularity,

J Internal and external coherence and traceability, and

. Usability.

1.11.1 Appropriateness for Purpose
The product developers should collected all the information and put them

as contents in production plan. These contents should be clear and appropriate
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to tie the core assets that are used to build products. The steps that have not

affected in product developed should be eliminated.

1.11.2 Clarity

The information which exists in production plan should be clear, readable,
and understandable. This is leading the product developers able to locate the
appropriate core assets for build a product. So, it is important to determine
which parts of the plan are the sources of the most requests for information

from the core-asset team.

1.11.3 Brevity

The production plan should include only the necessary and requirement
information that needed for the product developers to locate requirement assets

to construct the product.

1.11.4 Sufficient Detail

The production plan should contain full and complete details of attached

process of each core asset.

1.11.5 Internal Modularity

When a change is made to the product plan, many parts of the plan will be
affected. The production plan should be flexible for modular to extent attached
processes are included by reference rather than by content. This means it
should be able for extend and modify attached processes without modifying the

production plan.

1.11.6 Internal and External coherence and Traceability

When a core asset is modified, is it possible to identify where changes
should be made in the production plan. Therefore, the production plan should
keep external coherence by maintaining the attached processes and keep
internal coherence by selecting the process steps from the overall process as

illustrated in Figure 1.10.
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Figure1.10 The Product Builder Pattern [Cohen and Sholom, 1999]

1.11.7 Usability

Usable production plan exists when it is written form the product
developer’s perspective. By other word, usable the requested information from

the core-asset team and already existed in the product plan.

1.12 Some questions might be confused or not clear enough in some
organization

The core-asset developers create the production plan for the product
developers. In some organizations, the two groups may have very different
levels of domain and development expertise. In other organizations, there is no
clear separation between the core-asset developers and product developers.
Work is needed to determine exactly how the core-asset developers can
understand the product developers' perspective and produce a document that

is written from that perspective.
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Review of Previous Investigations on Production Program
Planning

2.1 Review of Literature

Kakumanu [1998] developed a multiproduct cost-volume-profit model. In
this model, he integrated sales or product capacity limits for each product on
profit levels as determined by the government and located over-cost to a group
of products. An algorithm was constructed to solve the model. The algorithm
was able to determine the required volume for each product that reached the
best rate of return on sales revenue. He also calculated the breakeven volumes
and the profits before taxes as a special case. Some assumptions were made to
develop this model. The first assumption was divided the cost and expenses
into fixed and variable components. The second one, the fixed cost is significant
and located to a group of products. Finally, unit selling price, product limits
and product mix of each product, and variable cost are unchangeable. Depend
on the model algorithm and the database management system, he designed and
developed an interactive support system which was helpfully for the manager
to conduct a sensitivity analysis and introduce repots to aid decision making.
This management repot was divided to seven parts related to numerical results.
The first part deal with three parameters that are fixed cost, required rate of
return after tax, and tax rate. This part helps the manager to know if any
changeable happen on these parameters how it will be affect in the final
solution for given input data. The second part includes all the information
about total number of product, number of iterations needed to achieve the final
solution, product code, price, cost, limits, and product mix. It contains also the
final required volume and final product mix which are getting from the model
and algorithm developed. The key indicator variables for a given input data are
getting from part three. Part four allows the manager to compare solutions
obtained based on the algorithm developed and establish the upper bound on
the revenue for the solution. In part fifth, the manager able to compare

alternative solutions obtained by selecting value of parameters such as fixed
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cost, rate of return on sale revenue, and tax rate. Part sixth contains the upper
(optimistic) and the lower (pessimistic) limits which are computed for
cumulative contribution and revenue. This aids the decision maker to monitor
the total contribution margin and total sales revenue obtained during the
planning period. The last part deals with analysis of the actual product mix

during the planning period based on Klipper’s [1978] methodology.

The multiproduct CVP model is developed to obtain the target volumes to
satisfy the given limits for each product. In case of there is no solutions exist,
the algorithm generates the best possible volume and unachieved required
profit. The following steps show the way how the Kakumanu built and

developed the model and the algorithm.

He use given product mix to calculate weighted sales price and unit cost

by the following equations:
A: targeted profit
FC: fixed cost
t: tax rate
r: required profit margin on sale
k: number of products
pi: unit price of it product
ci: unit variable cost of ith product
m;: product mix of ith product
li: capacity or demand limit for ith product

Weighted sales price equation,
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The composite volume requirement (Q) to obtain the required profit

margin on sales after the taxes is:
Q=[1-t)*FC]/[A-t-r)wp-(T1-t)wc] .cevrrinriiennnn (2.3)
If we 2 [(1- 1)/ (1- t)]wp then, the required profit margin can’t be achieved
For all products, the required volume is:

GmTQ oo, (2.4)

And total revenue (TR) is calculated by:

If qi<lifor all I, then, (q1, q2, -.......... ,qk) represents the required volume of
each product to achieve the required profit on sale. And solution of CVP

problem is given by equation (2.4) and (2.5).
If qi > li for all I, then, no possible to achieve the required profit on sale.
And the best solution is getting by setting the required volume to the given
limits:
gi=liforalli .oooiiiii (2.6)

And total revenue given by equation (2.5).

In case of finite number of iteration, the algorithm can be adapted to the

desired profit model by using equation (2.7) instead to equation (2.3).
Q=@Q-t)FC+A/[A-t) (Wp-WC)] cevvrirniiiiinnn. (2.7)

Chi-Ming Lin (2007) studied multi objective portfolio optimization
problem. This problem was deal with the portfolio process of the highest
expected return among the various financial commodities of the capital market
to meet the expected return objectives. Markowitz (1987) introduced a mean
variance approach which was to deal with the portfolio selection problem. The

mean variance approach was formulated as:

MIN Yo XTo1 U XUX] ceeiiiiiiiiiiiiiiiiie e (2.8)
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S.t.

Yiouixi 2E, Yloxi=1 xi 2landi=(1,2,.......,n).....(2.9)
Where:
oij: is the covariance between the return of ith security and jth security.
wi: is the expected return rate of the ith security.
E: is the acceptable least rate of the expected return.
xi: is the investment portion in the ith securities.

Markowitz’s approach has capability to derive the minimum investment
risk by minimizing the variance, or has capability to derive the maximum
returned by the expected returns of portfolio for a given risk level which the
investor can tolerate. Expected returns and variance of expected returns of the
securities were the main input data of Markowitz mean variance model
[M.Ehrgott, and others]. Markowitz's theory uses only mean and variance to
describe the characteristics of return. After awhile, Markowitz’s theory became

a cornerstone of modern portfolio theory about the structures of portfolio.

Due to the huge numbers of financial securities and the acceptable least
rate of the expected return is difficult to estimate, Markowitz’s model is not
practical for applying. Therefore, Chi Ming Lin [2007] expanded Markowitz
mean variance approach. Chi Ming’s model has two phases. First phase is
select short list of the securities according to past performance evaluation. Then,

he applied genetic algorithm to decide the investment weight of each securities.

Chi Ming’s mathematical model is:

MaxX Y7 g HEWE e (2.10)
Min Y1 o XTeq O WIW) oo, (2.11)
Where:
i, and j: index of security, i, and j=1, 2, ....... , .
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pi: is the expected of security, i, andj=1,2, ............. , .
oij: the covariance between the return of security i and security j, for
iandj=1,2,............. , .
wi: is the investment weight of security i.
S.t
towi=1, wi 20andi=(1, 2,......,N) ceeennennnnn (2.12)

He applied the following equation to generate the investment weight of

security.

The objective function of equation (2.9) and (2.10) is to maximizing the
total expected return and minimizing the total risk of the portfolio respectively.
Chi Ming’s mathematical model tracked these two objective functions at same
time. Then he generated a set of Pareto front solutions after applying multistage
decision based genetic algorithm approach. The experiment result shows that
the Chi Ming’s model is valid for the portfolio optimization problem and has
capability to sole multi-objective functions at same time by applying genetic
algorithm approach which can’t efficiently solved by traditional optimization

methods.

Daniel, and others [2008] developed and analysis of Cost Volume Profit
model for a multiproduct situation with variable production structure. The
model was redeveloped taking into account the possibilities to identify the cost
components in a real world business. So, they segregated indirect costs (fixed
cost and variable cost) and direct costs (fixed cost and variable cost). The model
provided a relatively simple and tangible framework which illustrates the use
of real cost determination for the purposes of cost - volume - profit analysis.
They concluded that the specificity of every business situation makes

impossible the development of an indirect variable cost universal model, but
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based on regression a detailed model from case to case can be identified. They
developed a useful and potential model which is using in the area of real-world

business decision-making.

Gonzah [2001] developed an alternative model for multiproduct cost-
volume-profit (CVP) based on linear, non-stochastic, and restricted to one
product. He formulated a contribution rule for each product using data
provided by ABC systems designed. That allows keeping track of variable and
fixed costs. For a given (target) profit, the developed model was proved its
ability to compute the output required to achieve that (target) profit. He built
his model at some assumption such as the fixed cost for each manufacturing
center and costs related to each marketing channel in the short term. Appling
linear programming and under deferent constrains and situations of production

issues, the algorithm gave the best possible and the worst possible mix.

Shih [1979] introduced a general decision model for cost-volume-profit
(C-V-P) analysis which improves the determination of actual sales and profit
results by dealing with critical elements of random demand and level of
production. The model has applied on real case and treated defects which are in
the traditional C-V-P model. This drove to development and improvement in
the profit behavior. The stochastic was using to propose probability
distributions of profit and the calculations of their means and standard
deviations in attempts to identify the best choice available among alternative
products. The model takes into account all deficiencies that the traditional
model failed to recognize them such as the differences between and the
relationships among, sales, demand, and production. The model construction
was designed based on separated sales from production and demand and
which properly places each one of them in their respective roles. This
construction was presenting a more realistic C-V-P relationship. He widely
used the normal distribution to illustrate the general results. Out put result of

the model provided very useful information and was useful as a valuable tool
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to aid management in making decisions. The model was applying in two cases.
The first case applied on a single production decision problem where the break-
even point, mean, and standard deviation of profit were calculated, among
others. The second case was concerned with the selection of the most desirable
product for marketing among several mutually exclusive products. In both
cases, several decision situations were concluded. He introduced capable model
for the C-V-P analysis and usefulness in management decision making under

uncertainty.

Ishikura [1994] proposed three methods of production planning for the
apparel industry with explanation the advantages and disadvantages of each
method. The first method is a seasonally changeable production model
according to inventory requirements. The second one is a seasonally changeable
production model according to actual demands. The last method is preserving
and running the same model inventory for several seasons. Every method was
built based on some assumptions. For example, every season the design of
products are changed, selling prices is divided to a list price and a bargain
price, demand at a bargain price is commensurate with demand at the list price,
quantities of products is determined based on the profit, and the demand on
products flow normal distribution were presuppositions methods for method I.
for method II the same assumptions was taken into account except The
production quantity is defined according to marketing information. For method
III, he assumed that the same products design is used over several season, the
sales price and the list price is the same, the demand on products and the
quantities of product are kept as in method I assumption. The profit was
determined by each method. He concludes that the model I gives the maximum
profit for all that method II is generally considered appropriate for the apparel
industry. In case of popular product with consumers, the model III is suitable
for the firm to obtain higher profit more than by other models. To improve the
profit, the relation between the quantities of products should be investigated in

production planning.
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Liu and Papageorgiou [2013] studied Multi objective optimization of
production problem. Total cost, total flow time and total lost sales are taking
into account as a key to developed an approach of a multi objective mixed-
integer linear programming (MILP). They used two methods as solution
approach for multi-objective problem, the e-constraint method; which is
introduced by Haimesetal [1971] And Chankong [1983]; and lexicographic
minim ax method. One assumption was considered that the original Capacities
of formulation plants will not satisfy the requirement of rapidly increased
demand. Which means the capacity planning is also taking into account. They
used two strategies for capacity expansion. The first one called the proportional
capacity expansion (PCE), the maximum capacity increment of each
formulation plant is proportional to its capacity before expansion. This means
the capacities before expansion have more ability for expansion. The second
strategy called cumulative capacity expansion (CCE). It means for all
formulation plants the increment of cumulative capacity is limited regarding to
cumulative capacity before expansion. This means the capacity before and after
expansion is independent. The e-constraint method used to solve mixed-integer
linear programming models and obtained asset of solutions for each scenario,
which are proven to be Pareto-optimal by solving problems. After that,
lexicographic minim ax approach was used to determine which Pareto-optimal
solution to be implemented in order to get a fair trade-off between cost and
responsiveness. They compared a set of solutions with minimum total cost and
minimum flow time. The results showed that cumulative capacity expansion

generates a better solution.

Kim and Sooyoung [2001] extended linear programming model for a
similar hybrid approach which was proposed by Byrne and Bakir. Byrne and
Bakir [1999] said the capacity constraints in such a model may not correctly
represent the actual situations of the shop floor. Consequently, they applied
simulation and a linear programming model iteratively, to find the capacity-

feasible production plan. The new hybrid production planning approach that
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was developed by Bokang and Sooyoung determined the actual workload of
the jobs and the resources used at each simulation run. This information was
entered to the linear programming model as input data to calculate the optimal
production plan with minimum total costs. Adjusted capacities and workload
that derived from the simulation model results were the proposed of the new
approach. As a hybrid approach, a simulation model was used to support the
LP planning model. This means if the model failed to find feasible solution of
the optimal production plan, new adjusted capacities and workload should
make for the LP capacity constraints based on the simulation results. The results
shows the new model gives better feasible optimal production plan solution

with less number of iterations compared to the approach by Byrne and Bakir.

Wanga and Liang [2005] introduced a new possibilistic linear
programming (PLP) approach for solving the multiproduct aggregate
production planning (APP) problem with inaccurate forecast demand,
concerned operating costs, and capacity. The approach succeeded to minimize
total costs with an indication to inventory levels, labor levels, overtime,
subcontracting and backordering levels, machine and warehouse capacity. The
minimizing value of imprecise total costs and risk of obtaining higher total costs
was used as a strategy. They applied the model to real aggregate production
planning (APP) decision problems. The PLP approach gives a satisfying
solution for aggregate production planning (APP) problem. Obtaining results
shows that the optimal value for APP problem improved when applying PLP
approach rather than LP model. These results denote that the PLP solutions are
compromise solution and functional compared to the optimal goal value
obtained by the LP model. Also, it introduced an acceptable degree of decision
maker (DM) in a fuzzy environment that is satisfying with determined goal

values.

In the real industrial area, there is always a conflict between the producer

and the purchaser profit. The producer’s profit needs to consider the problem of
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sales revenue and manufacturing cost. The purchaser’s profit needs to consider
the problem of order quantity and used cost of customer. Therefore, the tradeoff
between them becomes an important issue. Chen and Liu [2007] introduced a
model that deal with this problem but did not consider the used cost of
customer. This model was based on the standard news-vendor model without
spot markets. Chen and Liu [2011] modified their model which introduced in
2007 for determining the optimum product and process parameters. In their
new model, they take into account quantity, product price, used cost of
customer, and process quality level. The result shows that the sales price per
unit and the mean of the demand of customer have a major effect on the
supplier’s and the buyer’s expected profits. The model was able to determine
maximum expected profit of between the producer and the purchaser. This is
achieved by determining the optimum purchaser’'s order quantity, the
producer’s product price, and the process quality level. It means the modified
Chen and Lius [2007] succeeds to determine the optimum process quality level,

the wholesale price, and the optimal order quantity simultaneously.
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Multi-Criteria Optimization, Genetic Algorithm, and Risk
Management

3.1. Optimization of production program
3.1.1 Introduction

Optimization is one of the most important and challenging parts of any
en-gingering design. In the real-world design, a multi-objective optimization
with constraints has to be considered. Therefore, the optimal solution in this
case is not unique because the objectives can contradict each other. Therefore, a
set of optimal solutions, which forms the Pareto frontier, should be considered.
There are many algorithms to generate a Pareto set like genetic algorithm (GA)
as an example. However, only a few of them are potentially capable of
providing an evenly distributed set of solutions. This property is especially
important in the real-life design because a Decision maker is usually able to

analyze only a very limited quantity of solutions.

Optimization is the methodologies for improving the quality and
desirability of a product or product concept. It is the process of finding function
extreme to solve problems and finding an alternative with the most cost
effective or highest achievable performance under the given constraints, by
maximizing desired factors and minimizing undesired ones. The goods are
produced the right quantities with maximum profit and higher utility while
minimizing costs as well as satisfying customer requirements. Most real life

optimization and scheduling problems are too complex to be solved completely.

Glover, Kelly, and Laguna [1999] states that the most real life optimization
and scheduling problems are too complex to be solved completely and that the

complexity of real life problems often exceeds the ability of classic methods.

Miettinen [1999] considered that a key challenge in the real-life design is to
simultaneously optimize different objectives through taking into account
different criteria low cost, utility, machinability, manufacturability, long life and

good performance, which cannot be satisfied at the same time. Miettinen [1999]
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stated that the task becomes even more complicated because of additional
constraints which always exist in practice. In fact, it is only possible to consider
a trade-off among all (or almost all) criteria. The task becomes even more

complicated because of additional constraints, which always exist in practice.

Profit maximization is the main objective of business enterprises and as
such the subject of numerous investigations. Profit is defined as the difference
between the total revenue generated by selling products on the market and the
overall costs. In real life, the functions of dependence of production quantity
and the total revenue and the total costs are nonlinear. Profit maximization
problem is reduced to multi-objective maximization, where we do not know the
proportion of the weight of criteria (revenue functions and cost functions) in the
total goal. We must take into account the constraint of the model found in real
constraints in the observed enterprise that have the greatest impact on

production quantity.

Profit maximization is the main objective of business enterprises and as
such the subject of numerous investigations. In real life, the functions of
dependence of production quantity and the total revenue and the total costs are
nonlinear. Profit maximization problem is reduced to multi-objective
maximization, where we do not know the proportion of the weight of criteria
(revenue functions and cost functions) in the total goal. We must take into
account the constraint of the model found in real constraints in the observed
enterprise that have the greatest impact on production quantity. Profit is
defined as the difference between the total revenue generated by selling

products on the market and the overall costs, i.e.:

Where:
P - Total profit

Sp - Total revenue

37



Chapter Three

T. - Total cost

When analyzing the possibilities of profit maximization, it is important to
consider the fluctuation of the TR and the TC. The TR depends on supply and
market demands for particular types of goods, while the TC depends on
different constraints faced by the company, such as the mechanical facilities,
number and structure of employees, possibility of providing necessary specific
materials for the manufacturing process implementation, delivery etc. For the
company, to be competitive on the market means to produce a product at an
appropriate price and quantity with the use of capital and labor in the
appropriate volume and costs. Therefore, profit maximization refers to the
optimization of variable parameters in the observed model, with given

production constraints.

Max P=) OW,, W, )= F,...cccooeiiiiiiiiiiiiiiinnn, (3.2)
i=1

Where:

P - Profit

Q - Quantity of product

Wi - Selling price of the ith product
Wi — Variable cost of the ith product
F. - Constant cost

In real life, the functions of dependence of production quantity and the Sp
and the Tc are nonlinear. The maximum profit is the maximum difference
between the total profit curve and the total cost curve, as represented in the

figure 3.1.
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Figure3.1 Graphic representation of profit maximization

In real enterprise’s operating conditions the functions of the S, and the T

are nonlinear and to determine them two different approaches must be applied.

The Tc function consists of the sum of variable and fixed costs, therefore,
the sum of linear function of fixed costs and nonlinear function of variable
costs. It is possible to determine the nonlinear function of fixed costs in a
mathematical form by applying the Lagrange interpolation polynomial based
on the values of variable costs from the previous period. The Lagrange
interpolation polynomial is, in our case, a function of production quantity P (Q)
with < (n-1) level if we have n data points on the value of costs from the

previous period.

P(Q) = Z (o) YT (3.3)

Where:
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P(Q=y ’H% ..................................................... (3.4)

kj

**The formula was first published by Waring in 1779, rediscovered by
Euler in 1783, and published by Lagrange in 1795 (H.Jeffreys and B.Jeffreys,
1988).

To develop the TR nonlinear function from history data, we cannot rely on
the past sales volume information because these data do not represent properly
the behavior of the TR curve. The behavior of this function is determined by the
adopted pricing policy in the enterprise. Different prices, when ordering a
certain quantity of products, are the key points in determining the function also

by the Lagrange interpolation polynomial.

After the definition of nonlinear mathematical function of the TR and the
TC, in our case the profit maximization problem is reduced to multi-objective
maximization, where we do not know the proportion of the weight of criteria
(revenue functions and cost functions) in the total goal. We must take into
account the constraint of the model found in real constraints in the observed

enterprise that have the greatest impact on production quantity.

3.1.2 Multi-objective nonlinear Pareto-optimization

Practical optimization problems mostly have a multi-objective nature
much more frequently than a single objective especially the engineering
optimization problems. These objectives usually have conflict and versus target,

cost and profit functions as example.

In practice, it is rare to face a problem with single objective in real-world
decision making problems. In the past, the only way to solve a problem with
multi-objective was converting it to a single objective problem before applying
an optimization algorithm. Pareto [1986] made one of the most important

findings in the field of multi-objective optimization by finding optimal
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solutions for a multi-objective problem, defined by applying Pareto’s idea, are

currently called as Pareto-optimal solutions.

Deb [2001] considered that in general, the optimization methods can be
split into two principle categories: classical (preference-based) methods and
evolutionary algorithms. He states that the classical methods usually use
deterministic approaches, whereas evolutionary ones are based on stochastic
algorithms. Deb [2005] highlighted that the evolutionary algorithms have a
number of clear advantages over the classical approaches. For example, they are
not sensitive to non smoothness of objective functions and are efficient in
finding a global extremer. On the other hand, in evolutionary methods, there is
no guarantee for capturing an optimum solution, but a huge number of

solutions are to be considered to generate an even set of optimal solutions.

Two approaches for appropriate definition of multi-objective optimization

problem can be draw in case of conflicting objectives:

1. Weighted Sum of Objective Functions: Converting the multi-objective
problem to a single objective one by using weighted sum of objective functions
as a representative objective function, and then solve the problem as a single

objective one.

2. Pareto Optimization: Solving the multi-objective problem by applying
Pareto-optimization approach. Decision-maker selects the solution from the

resulting Pareto-optimal set.

3.1.3 Pareto Optimization

The concept of Pareto-optimum was introduced by the
engineer/economist Pareto V. [1986]. Palli N., and others [1998] said if there is
an exist solution which there is no way of improving any objective, then Pareto-
optimization approaches for multi-objective optimization can be called as the
optimize. Multiple objectives have a set of Pareto-optimal solutions, not a
unique optimal solution. These set of Pareto-optimal solutions can be described

by Pareto-front - a hyper-surface in the objective function space.
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Lampinen [2000] states that the Pareto’s relatively simple idea of
optimality in case of multiple objectives can be verbally described as a solution
is Pareto-optimal if it is dominated by no other feasible solution, which means
that there exists no other solution, that is superior at least in case of one
objective function value, and equal or superior with respect to the other
objective functions values. Lampinen [2000] states that in case of conflicting
objectives, the Pareto-optimal solutions are rather a class of solutions, forming a
surface in objective function’s space, than a single solution. This surface is

commonly called as a Pareto-front.
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Figure3.2 Set of different Pareto-optimal solutions for bi-objective example problem.
[Lampien, 2000]

The Figure 3.2 also clarifies the key concept of Pareto-optimization,
namely dominance [Lampinen, 2000]. The points that have formed the Pareto-
front do not dominate each other. None of them is better than another, with

respect of all objectives (here: both objectives).

Lampinen [2000] also claim that the principle for solving Pareto-
optimization problems with population based algorithms is straightforward,
where algorithm may maintain a set of non-dominated solutions, meaning a set

of solutions, which do not dominate each other. Also, Lampinen [2000]
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highlights that the non-dominance can be defined with respect the other
population members. It is in principle at least possibly to use it as selection

criteria which introduce a selection pressure towards the Pareto-front.

Figure 3.3, Lampinen [2000] illustrated a set of 100 different Pareto-
optimal solutions for the bi-objective. The objectives are to minimize
simultaneously the distance from a circle with radius 6 and from another circle
with radius 8, both circles having their center at (0, 0). Any point between the

circles is Pareto-optimal, but no other point.

The dominance concept represents the key of Pareto-optimization concept.
This dominance classified into dominated solutions and non-dominated
solutions. If the solution is not dominated by any other feasible solution, then it
is a Pareto-optimal solution. Sometimes, the solution is not dominated by
another candidate solution of the current set (or individual) but still is not being

Pareto-optimal.
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Figure3.3 Set of 100 different Pareto-optimal solutions for the bi-objective example
problem. [Lampinen, 2000]
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3.1.4 Goal of research

Main goal of our investigation is to develop model for optimization of
production program (types and quantity of different product) using nonlinear
functions and real life constrains. Non-traditional technique like Genetic
Algorithm (GA) are tool which could help us in developing a new multi-
objective nonlinear production program optimization and this framework offers
a number of advantages like it is a multiple point search technique that
examines a set of solutions and not just one solution. So, the main hypothesis of
our research is that GA and Pareto front could help as in building new model
for nonlinear of multiple objectives and criteria that are generally known as
multiple criteria optimization or multiple criteria decision-making (MCDM)

problems about production program optimization.

Genetic algorithms were employed to determine the dynamic weights and
through the Pareto front the optimum solution is determined. Such approach to
solving the profit optimization problem eliminates the shortcomings that arise
from the approximation of influential functions with linear functions and
subjective assessments when generating weights for some criteria in a multi-

criteria model development.

3.2 Genetic Algorithm Approach
3.2.1 History and Introduction
Genetic Algorithm was developed initially by Holland [1975] form the

1960s. By the 1975, the publication of the book Adaptation in Natural and
Artificial Systems was starting by Holland and his students and colleagues.
Early to mid-1980s, genetic algorithms were being applied to a broad range of
subjects. The usual form of GA was described by Goldberg [1989]. GA is
stochastic search technique based on the mechanism of natural selection and
natural genetics. The central theme of research on GA is to keep a balance
between exploitation and exploration in its search to the optimal solution for
survival in many different environments. Typically, Goldberg gave an

interesting survey of some of the practical work carried out in this era and
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made clear of the general structure of GA. In 1992 John Koza has used genetic
algorithm to evolve programs to perform certain tasks. He called his method
"genetic programming" (GP). Michalewicz [1996] did not restrict to the binary
string encoding in Holland’s GA and applied the GA to all possible encoding
strategies to solve the practical optimization problems. GA has been
theoretically and empirically proved to provide a robust search in complex
search spaces. Many research papers and dissertations have established the
validity of GA approach in function optimization problems and application

problems.

Genetic Algorithm, differing from conventional search techniques, starts
with an initial set of random solutions, population. Each individual in the
population is called a chromosome which representing a solution to the
problem. The chromosomes evolve through successive iterations, called
generations. During each generation, the chromosomes are evaluated by taking
some measures of fitness. To create the next generation with new chromosomes,
called offspring. The offspring are formed by merging two chromosomes from
current generation using the crossover operator and or modifying a
chromosome using the mutation operator. A new generation is selected
according to the fitness values of the parents and offspring, and then weeds out
poor chromosomes so as to keep the population size constant. The algorithms
converge to the best chromosome, which hopefully represents the optimum or

suboptimal solution to the problem [Gen, M., Cheng, R, 2000].

“Genetic Algorithms are good at taking large, potentially huge search spaces and
navigating them, looking for optimal combinations of things, solutions you might not

otherwise find in a lifetime.” Salvatore Mangano Computer Design, May 1995.
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3.2.2 Classes of Search Techniques

Figure 3.4 illustrates search techniques.

Search techniques
|
I T 1
Calculus-based techniques Guided random search techniques Enumerative techniques
Direct methods Indirect methods Evolutionary algorithms ~ Simulated annealing Dynamic programming
Finonacei Newton Evolutionary strategies - | Genetic algorithms
r ] 1
I 1
Parallel Sequential

s N s—

Centralized Distributed ~ Steady-state ~ Generational

Figure3.4 Classes of Search Techniques [Salvatore Mangano, 1995]

3.2.3 Definition of GA

Genetic algorithm could be defined in many ways, such as:

J A genetic algorithm (or GA) is a search technique used in computing to
find true or approximate solutions to optimization and search problems.

. (GA)s are categorized as global search heuristics.

J (GA)s are a particular class of evolutionary algorithms that use
techniques inspired by evolutionary biology such as inheritance,
mutation, selection, and crossover (also called recombination).

. The evolution usually starts from a population of randomly generated
individuals and happens in generations.

. In each generation, the fitness of every individual in the population is
evaluated, multiple individuals are selected from the current population
(based on their fitness), and modified to form a new population.

. The evolution usually starts from a population of randomly generated

individuals and happens in generations.
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. In each generation, the fitness of every individual in the population is
evaluated, multiple individuals are selected from the current population

(based on their fitness), and modified to form a new population.

3.2.4 Basic Genetic Algorithm
The basic of GA is:

. Start with a large “population” of randomly generated
“attempted solutions” to a problem
J Repeatedly do the following:
— Evaluate each of the attempted solutions

— Keep a subset of these solutions (the “best” ones)

— Use these solutions to generate a new population

. Quit when you have a satisfactory solution (or you run out of time)
. children .
(repmducﬂon) (mcdnﬂcatmn)
» [ modified
parents children
E{ population ) —{evaluation )
evaluated children
deleted
members

&

[ discard )

Figure3.5 The GA Cycle of Reproduction [Salvatore Mangano, 1995]

3.2.5 Weight Generating
In the encoding procedure, the value of the gene in the chromosome is

generated randomly. When we are generating the weight vector, we have to

. . w, =1
rescale the weight to satlsfyZ " . As the result, we convert
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Vi

Wi =
N, vi

An example of weight generating is shown in table below. The

determination of these weights indicates the relative importance of the various

objectives.
Table3. 1 The chromosome consists of vector of weight.
Security ID
Chromosome
Vi 52 |35 |44 |68 |56 |23 |11 |.19
Weighting
generating A7 (11 (14 |22 |18 | .07 | .04 | .06

3.2.6 Random Keys-base Encoding

The random keys-based encoding method is a direct approach, which
encodes some information for constructing a set of weights in a chromosome.
As we know, a gene in a chromosome is characterized by two factors: locus,
(i.e., the position of the gene located within the structure of chromosome), and
allele, (i.e., the value the gene takes). In this encoding method, the position of
the gene is used to represent the ID number of the security and its value is used
to represent the weight for constructing a portfolio. As proposed random keys-
based encoding method, randomly generates the initial chromosome first. This
encoding method is easily verified that any permutation of the encoding
corresponds to the compositions of the portfolio, so that most existing genetic
operators can easily be applied to the encoding. The pseudo code for order
based encoding as following. More so than differs from other optimization
techniques, GA provides a framework of using only objective function
information for analyzing many problem types. Within this framework of

optimization techniques can be employed to solve the non-smooth, non-
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continuous and non-differentiable functions which are actually existed in a

practical optimization problem [Gen, M., Cheng, R, 2000].

3.2.7 GA Operators

Genetic algorithm operators consist of:

. Methods of representation
. Methods of selection

. Methods of Reproduction

3.2.7.1 Methods of Representation

Chromosomes could be:

. Encode solutions as binary (Bit) strings: sequences of 1's and 0's, where
the digit at each position represents the value of some aspect of the
solution (0101 ... 1100).

. Second approach is encoding solutions as arrays of integers or decimal
numbers (43.2 -33.1 ... 0.0 89.2)

. A third approach is to represent individuals in a GA as strings of letters,

where each letter again stands for a specific aspect of the solution.

3.2.7.2 Methods of Selection

Roulette-wheel selection, Elitist selection, Fitness-proportionate selection,
Scaling selection, Rank selection, Generational selection, and Hierarchical
selection are different techniques and methods which a genetic algorithm can

use to select the individuals to be copied over into the next generation.

3.2.7.2.1 Roulette-wheel selection

In this method, the fitter is the solution with the most chances to be
chosen. Conceptually, this can be represented as a game of roulette - each
individual gets a slice of the wheel, but more fit ones get larger slices than less
fit ones. Table 3.1 and Figure 3.6 represent an example of roulette wheel

selection.
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Table3. 2 An example of roulette wheel selection [Flmban, 2009]

No. String Fitness % Of Total
1 01101 169 14.4
2 11000 576 49.2
3 01000 84 5.5
4 10011 381 30.9
Total 1170 100.0

@Chromosome1
@ Chromosome 2
OChromosome 3

OChromosome 4

Figure3.6 Diagram of roulette wheel selection [Mutaz F., 2009]

3.2.7.2.2 Elitist selection.

The most fit members of each generation are guaranteed to be selected.

3.2.7.2.3 Rank selection.
Each individual in the population is assigned a numerical rank based on

fitness, and selection is based on this ranking.

3.2.7.3 Methods of Reproduction
Once selection has chosen fit individuals, they must be randomly altered
in hopes of improving their fitness for the next generation. There are two basic

strategies to accomplish this:

] Crossover (recombination).

o Mutation.
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3.2.7.3.1 Crossover

Crossover is the main genetic operator. It operates on two parents
(chromosomes) at a time and generates offspring by combining both
chromosomes’ features. In weight selection problem, crossover plays the role of
exchanging weights of the securities of two chosen parents in such a manner
that the offspring produced by the crossover represents. Several crossover
operators have been proposed for permutation representation, such as Partial-
mapped crossover (PMX), Order crossover (OX), Position-based crossover (PX),

heuristic crossover, and so on.[Sanchis ., et al, 2008].
Steps below show how offspring generated:

J Two parents produce two offspring

. There is a chance that the chromosomes of the two parents are copied
unmodified as offspring

. There is a chance that the chromosomes of the two parents are randomly
recombined (crossover) to form offspring

J Generating offspring from two selected parents: single or multi point

crossover:
1. Single point crossover

— Randomly one position in the chromosomes is chosen

— Child 1 is head of chromosome of parent 1 with tail of chromosome of
parent 2

— Child 2 is head of 2 with tail of 1

|

Parents: IOIOOOIIw&
s ey A _NEE
Offspring: 0101010010 0011001110
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2. Two point crossover (Multi point crossover)

Randomly two positions in the chromosomes are chosen

Avoids that genes at the head and genes at the tail of a chromosome

are always split when recombined

Parents: 10100011L 001\10100\10
Offspring: 0101010010 001 10011/1_L

3. Uniform crossover

— A random mask is generated
— The mask determines which bits are copied from one parent and

which from the other parent

Bit density in mask determines how much material is taken from the

other parent (takeover parameter)

Mask: 0110011000 (Randomly generated)
Parents: 1010001110 0011010010
Offspring: 0011001010 1010010110

3.2.7.3.2 Mutation

Mutation is a background operator which produces spontaneous random
changes in various chromosomes. A simple way to achieve mutation would be
to alter one or more genes. In GA, mutation serves the crucial role of either
replacing the genes lost from the population during the selection process, so
they can be tried in a new context or providing the genes that were not present
in the initial population. In this paper, it is relatively easy to produce some
mutation operators for permutation representation. Several mutation operators
have been proposed for permutation representation, such as Swap mutation,

Inversion mutation, Insertion mutation, and so on [Gen M. and Cheng R., 2000].
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- Generating new offspring from single parent:

Step 1: select a position in parent at random.
Step 2: insert selected value in randomly selected position of parent.

G 874216 34 Before

G 8621734  After

3.2.8 Evaluation

The evaluation function interprets the chromosome in terms of physical
representation and evaluates its fitness based on traits of being desired in the
solution. Evaluation function used for the GA is based on the total expected
return and the risk of the portfolio. For the portfolio selection problem, we
consider the total expected return and the risk. Therefore, the fitness function
that involves computational efficiency and accuracy (of the fitness

measurement) is defined as follows:

eval (vy) = fOeturen) S° 0 o (3.6)

T'iSk n n
J sk ZZ%W%
i=1 j=1

Where, eval (vk) represents the fitness value of the kth chromosome.

3.2.9 Benefits of Genetic Algorithms

. Concept is easy to understand

J Modular, separate from application

o Supports multi-objective optimization

. Always an answer; answer gets better with time.
J Easy to exploit previous or alternate solutions

J Flexible building blocks for hybrid applications
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3.2.10 Applications of Genetic Algorithms
A genetic algorithm applies in many applications fields. Table 3.3 shows

some of these applications.

Table3. 3 Some application of GA [Flmban, 2009]

Domain Application type
Control Gas pipeline, missile evasion
Aircraft design, keyboard configuration,
Design
communication networks
Game
Poker, checkers
Playing
Security Encryption and decryption
Robotics Trajectory planning
3.3 Risk Management

Risk management is a part of the every business production or service
enterprise. The process of managing risk has to be an ongoing and not difficult
or complex. It needs and requires time and commitment from top management

and all employees of the organization.

3.3.1 Definition of Risk management

Risk management is a process with three phases: (a) risk identification and
assessment, (b) risk response strategies, or what to do about the risks, and (c)
management to reduce the frequency and severity of the risks through an

operational plan.

The risk assessment phase identifies and categorizes the hazards
associated. All activities that represent a possibility (risk) of harm to persons or

property are called hazard activities

There is no specific method for risk identification. Deferent methods are

used, depending on the nature and extent of the operation.
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Risk response strategies (Phase two) cover various activity risks and
control risk financing techniques. Risk control deals with avoidance, reduction,
and transfer, whilst risk financing techniques deal with retention in the
provider’s budget and transfer to a third party, such as indemnification or

insurance.

In Phase three, the management phase, includes organization’s policies
and procedures details. The manager formulates the Operational plan manually

to implement and monitor the approaches selected [Ronald Kaiser, 2013].

3.3.2 Types of Risk Management

In business of enterprises, there are several categories of risk: risk of
equipment failure (estimated in relation to human safety, to evironment, to
business losses, ect.), risk management as a security measure, finacial risk

assessment in cases of loan approval, quality management risk, ect.

Generally, Enterprise Risk Management is relatively new concept. Fraser
and B.J Simskins [2010] distinguish following risk categories: Shareholder value
risk, Financial reporting risk, Governance risk, Customer and market risk,
Operations risk, Innovation risk, Brand risk, Partnering risk, and

Communications risk.

Risk management consisit of strategic risk, operational risk, financial risk
and risk acceptance. Strategic risk deal with competition, market position and
economic conditions. Operational risk Concerned with the daily operations,
precisely, to the consequences of daily decisions made in the company. The

financial risks are related to relations with banks and stockholders, etc.

Table 3.4 shows the types of risk and process steps introduced by Risk

Management Committee 2003.
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Table3. 4 Enterprise risk Management [Casualty Actuarial Socity (CAC), 2003]

ERM Framework

Types of Risk

Process Steps | Hazard| Financial | Operational | Strategic
Establish Context
[dentify Risks
Analyze/Quantify Risks
[nteorate Risks
Assess/Priorifize Risks
Treat/Exploit Risks
Monitor & Review

The risk is defined as product of probability and consequence of certain

events, which can be expressed in formula:

Where:

P - Probability a particular event.
Q - Consequences of particular event.
For any enterprises, there are external and internal of n-sources of risk.
The total risk will represented by high-risk, medium-risk and low-risk sources

of operating losses.

R, =Ry s Ryt Riow b (1= 1,2000070) e e (3.8)

The based approach of applying risk are risk identification - what can
affect the implementation of production program, risk analysis - defining the
probability of occurrence of that, and risk assessment - determining the

consequences, expressed in the form of operating losses.

The most low-risk sources of operating losses refer to good quality

decision. Figure 2.7 shows the map for identifying Business risks.
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Probability of Occurrence

Low

Probability

Low

>  High

Low

Impact of Risk

Low Consequence High
1) (10)

Figure3.7 Risk Impact/Probability Chart, Risk Management Matrix [Marshall &

Alexan]
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Research Methodology and New Model Development

4.1 Research Methodology

The analysis of the production program of enterprises is an important and
complex segment of managing the enterprise, considering the fact that it
influences all elements, such as planning of the material, human resources,

machinery resources, research and development, marketing etc.

A new model for production programming planning is built to be closed
to the real world; the costs are assigned according to the activities that
connected to a certain product by using activity-based system (ABC) instead to
traditional methods. Also, external factors and real behavior of objective

functions are taken in account.

A set of sequential steps was developed to represent the methodology of
investigation. In the literature available investigations related to multi-criteria
production program optimization, when we have nonlinear functions, lead to
the application of genetic algorithms as an appropriate tool for solving the

problem set up [1, 2, 3, and 4].

Figure 3.1 illustrates our thesis contribution. It consists of two parts. Part
(A) represents a new developing model for production programming planning
while part (B) represents traditional technique for solving production

programming planning.

The first, second, and third steps are same in both parts A&B with some

different considerations.

The first step is problem definition and criteria identification. In
accordance with problem definition, there follows generation of criteria whose
maximum and minimum values we want to accomplish and realize. In
production program optimization the criteria can involve profit maximization,
minimization of production costs, maximization of machine capacity utilization

and the like [Clements P. and Northrop, 2002].
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Problem definition
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Figure4.1 Research Methodology
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After the criteria are defined, it is possible to set up objective functions in a
linear or nonlinear form, depending on how they represent in a real situation

which is not take into account in part B.

The following step is constraints definition. In Part A, the constrains are
defining within the framework of a set up model refers to real production
constraints that can derive from production potentials, i.e. machinery capacity,
human resources, material resources (Internal factors) and also from the
demands for the observed product on the market (External factors) while
constrains in part B are setting by using traditional method which is not

reflected real case

Next step in part B is applying traditional technique to find optimal
solution. Traditional method is using to assign unit cost product and traditional
programming such as linear programming (LP) is applying to solve the
problem and find optimal solution, while a new model is applying in part B to
perform a solution. In this, active based cost is using to assign product cost per
unit. Also, genetic algorithm (GA) or linear programming (LP) depends on type

and number of objective functions is applying to perform a solution.

The following step in part A is investigated the perform solution and to
what extent the external factors could effect in it. This evaluation accomplish by
applying risk management. So, risk sources for the observed solution should be
specifying. After that, the analysis of risk resources is coming. Then, the risk
matrix is applied to evaluate the observed solution. The perform solution calls
optimal solution when it pass the risk matrix evaluation with low risk

otherwise return to first step in part B.

The next step is comparison. In this block, the optimal solution what is
created by traditional technique will compare with the optimal solution what

performed by the new model.
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The final step is the decision. The new model is acceptable if the new
model solution approves our hypothesis and is better than traditional technique

solution. Otherwise, reject the new model.

4.2 Thesis contribution

Figure --- represents a new model that used to approve the thesis
contribution. In model design phase, many factors were taken into account to
give the model more ability and capability to deal with real huge problems.
Some of these factors are internal factors such as profit, cost, manpower,
machinery, and so on. Other some is external factors like marketing,
competition, police, and ...etc. also, representation of goal function and cost

distribution per unit product was determined as existing in the real problem.

Chosen the experimental enterprise is the first step as the model shown.
This model has ability to deal with production and service enterprise. So, type
of enterprise should be identifying. The second step is problem definition and
criteria identification. According to problem definition, the criteria
(Maximizing, Minimizing, or both) that we want to accomplish and realize will
be determined and generated. In production program optimization the criteria
can involve profit maximization, minimization of production costs,

maximization of machine capacity utilization and the like.

The following step is determining the type of targets or objective
functions. In this step, the type of objective functions should be determined. For
example, objective functions is one linear criterion such as manpower, material
utilization, and maximum machine capacity or multi linear, multi non linear,
and/or mixed criteria such as maximum profit, minimum cost, and ... so on.
After determination the type of objective functions, we generate the objective
function depend on the criterion. Thereafter, we generate internal constrains
and determine cost product per unit by using activity based cost (ABC). By
reaching this stage, our model is ready to perform optimal solution under

internal constrain conditions. Linear programming is applied to perform an
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optimal solution in case of one linear criterion and genetic algorithm was used
to perform an optimal solution in case of multi criterion. This solution is
examined and evaluated by using risk management. This step shows how much
the external factors affect in the performed solution. So, we identify and
analysis of risk resources for the observed solution. That resource called
external factors such as marketing, police, and ...etc. The final step is evaluating
the observed solution by using risk matrix. If the evaluation of observed
solution comes with low risk, then it is optimal production program solution,

otherwise turn back to objective function generation step.
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Experimental Work; Data Collection, Analysis, and Discussion

5.1 Problem definition

Problem of production program definition is very important because all
other processes in manufacturing are connected and depending from this basic
plan - plan of production program. Definition of the problem includes the
segregation of products, machinery capacities, human and other production

resources whose optimization we want to perform.

The production program of enterprises is an important and complex
segment of managing the enterprise, considering the fact that it influences all
elements, such as planning of the material, human resources, machinery

resources, research and development, marketing etc.

5.2 Criteria and constrains

In accordance with the definition of the problem there follows the
generation of the criteria, whose maximum or minimum value we want to
accomplish. The criteria in the production program optimization can be: profit
maximization, minimum production costs, maximum utilization of production
capacities and the like. After the criteria are defined, it is possible to set up the
functions of the objective in linear or nonlinear form, depending on how much

they represent the real model in the best possible way.

Defining of constraints within the framework of a set up model refers to
real production constraints that can derive from production potentials, i.e.
machinery capacity, human resources, material resources but also from the

demands for the observed product on the market.

In defining criteria and constrains we use equations from Misita [2002].
Author introduced all possibility of general forms of constrains and objective

functions. Suppose that a company has:
n- Different products which can be produced (j=1,2 ..... n),

m - Various machines (i=1, 2..... m),
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h-

g_

Different categories of workers (1=1, 2 .....h), and

Different types of raw materials (v=1, 2 .....g)

She introduced the following tags:

X/-—

amount of jh product that enters the production
program
amount of jth product that can be sold on the market

amount of the v- raw materials needed for production

j- unit of product
amount of the v-raw materials, materials in stock

the time it takes worker of that l-category (profession,
specialty, qualifications) to produce the j-th unit of

product

available fund of working time worker of that l-category

time needed for producing j- unit of product on i-

machine

capacity of i-machine, (time unit)

cost per unit for j- unit of product

selling price per unit for j- unit of product
profit per unit for j- unit of product

Normal time for the r-operation on i- machine for the jt
product (Turi=Tpzi+Tiri)where Tpzi-preliminary-final time
for the r-operation on i- machine for the j-th product; T
- the time per piece for the r- operation on i-machine for

the j-th product
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Tj— the time required for assembly of the product j
Ty - the time required for packaging of the product j
s time required for transport jth product to the customer

(external transport or distribution)

doj- Delivery
fi financial investment in the production unit jth product
Jio total available funds for investment in manufacturing

Author generated certain limitations for general model of business-

production systems [Misita, 2002]:

1) Limit the needs of the market can be expressed

2) Limitation of material resources can be expressed

Zsl,]x] <s,,, (V=12,00,8) i i 5.2y

3) Limitation of human resources can be expressed

bex] Sbys (=120 h) e (5.3)

4) Limit funds for the work can be expressed

Za XSy, (=120 M) e (5.4)

/0]

5)  Limitation of delivery means the time required to produce that j -
product (Tn=Tp,+Tx), for, packaging and distribution should be less than the

agreed delivery date:

(Zn:ZT +T, +T,+T,) k<d,, (j=12,n) . (5.5)

nrij
i=l r=1

66



Chapter Five

k- Correcting factor that takes into account the overlapping of these time

requirements.
6) In the metal processing industry is dominated by electricity as an

energy source and this restriction can be expressed as:

Z Cotonergy Xj S Colanergy woeeeeeesessssessmmnssss (5.6)

Electricity consumption per unit of output should be less than the amount

of electricity as a limiting factor.

The general mathematical model for any business-production system will

have one or more of the following criteria function and constraints:

I. Revenue

Criterion function follows [Misita, 2002]:

ZU(X) =3 X, e (5.7)

To find a maximum, Limiting conditions can be expressed by the

following inequalities:

0<x, <y, (=120 1) e eeeeeees e, (5.8)
stjx] <Spps (VE120008) e -(5.9)
Zb,jxj by (=120 B) i e e (5.10)
3 ax.<a,, (=12,.,Mm)uiii i (5.11)

(iZT +T,,+T, +T,)-k<d

nrij mj o °
i=l r=1

(j=12,..,n)...(5.12)

n

D Fix S fis (G=h2 ) e e s (5.13)

J=1

67



Chapter Five

Zee,mw XSy (12000 M) (5.14)

x. >0, (G T T S J (5.15)

II. Maximal capacity utility

Objective function has the following form [Misita, 2002]:
Z,(X)= ZZ X, (=120 M) (5.16)

ljl

Limiting conditions can be expressed by the following inequalities:

0<x;<y; (J = 1,20 M) s e o (5.17)
Zn:sv,x, <5,y (V=120 8) e s (5.18)
ibbx] <b,, (=120 B) s e e s (5.19)
nla,»jx,. <a,, (=120 M) e, (5.20)
=

(iZT +T,, +T, +T,) k<d, , (j=12,..,n)...(5.21)

nrij mj
i=l r=1
xS fus (=120 ) s e e (5.22)
Jj=1
Coteneres X5 S Cotanergy (=120 D) i (5.23)
j=1
x, 20, (G T 3 WO (5.24)
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II1. Min. costs

Objective function has the following form [Misita, 2002]:
Z(X)= chk, X, (=120 (5.25)

Limiting conditions can be expressed by the following inequalities:

0<x,<y, G0 7 T (5.26)
stxj < Sppr (V=120 @) e i e e (5.27)
bex] by (=120 1) i e e (5.28)
nl a;x; $a;,, (=12, ,m) (5.29)
=
(Z;TW+TW+T +T)-k<d,,(j=12.n)cecee. (5.30)
Zf X, S s (2120 M) e e e e, (5.31)

jzz;ed‘emg),_jxj S Conergy X 20, (J=L2000m) (5.32)
5.3 Choosing factory

In the experimental work, thesis methodology and the new model was
applied at two case studies. INSA production factory and MetalikaVolf factory
was chosen as case studies. More details about these two factories exist on the

appendix.

First step of the experimental work following methodology of the thesis is
problem definition. In this step, we have chosen two deferent problems for our
two case studies. Maximizing utility of machine work and determine optimal

numbers of product producing was the problem that chosen for MetalikaVolf
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factory. While, maximizing of total profit and minimizing of total cost of
product was selected problem for INSA production factory. After
determination the problem, Identification of criteria and objective function is
located. A long time was taken to collect all the data which is useful in our
investigation. These data was used to create objective functions and constrains.
Only the significant data was selected and neglect insignificant. The following
tables show all the data that is selected for the INSA factory.

Number of employees was 620 in 2007.According to the last information;
this factory has great market demand. 750 Vagon cars are ordering for export. It
received award for the best exporter in the country in 2009. Number of
employees was 620 in 2007. Tables 5.1, 5.2, 5.3, Ind 5.4 show all the data that
was collected from INSA factory.

Table5.1 Cost unit details for clock product

(in thousands of dinars, on Min Max
monthly level) value Value
1. Operating Expenses
1.1. Procurement cost of
52 74
intermediate products
1.2. Materials costs 382 425
1.3. Costs of salaries and fringe
65 78
benefits
1.4. Depreciation and provisions 1 1.3
1.5. Other operating expenses 0.6 0.9
2. Financial expenses 0.2 0.5
3. Other expenditures 0 1

70



Chapter Five

Table5.2 Cost unit details for water meter product

(in thousands of dinars, on monthly Min Max
level) value value
1. Operating Expenses
1.1. Procurement cost of intermediate
386 428
products
1.2. Materials costs 1900 2100
1.3. Costs of salaries and fringe benefits 352 464
1.4. Depreciation and provisions 1.2 1.5
1.5. Other operating expenses 0.6 0.9
2. Financial expenses 0.5 1
3. Other expenditures 0 1
Table5.3 Cost unit details for gas meter product
(in thousands of dinars, on monthly Min Max
level) value value
1. Operating Expenses
1.1. Procurement cost of intermediate
85 93
products
1.2. Materials costs 365 450
1.3. Costs of salaries and fringe benefits 130 155
1.4. Depreciation and provisions 0.4 1
1.5. Other operating expenses 0.6 0.8
2. Financial expenses 0.2 0.5
3. Other expenditures 0 1

71



Chapter Five

Table5.4 Unit cost and unit price selling for each product in deferent years

The unit cost The unit selling price
(€) (€)

2004 | 2006 | 2008 | 2010 | 2004 | 2006 | 2008 | 2010

WATER |per unit| 1.267 | 1.579 | 1.579 | 1.980 | 2.280 | 2.867 | 2.867 | 3.796

MEASURE| Q [35.303(34.571/43.059|34.848|35.303(34.571(43.059/34.848

GAS  |per unit| 3.467 | 3.814 | 3.720 |4.4550| 4.680 | 5.525 | 5.135 | 6.305

MEASURE| Q - 153 |7.564 | 599 - 153 | 7.564 | 599

CLOCKS |per unit| 369 | 420 | 420 | 509 | 500 | 540 | 540 | 664

MEASURE| Q [13.267/1.920|2.138 | 3.453 |13.267| 1.920 | 2.138 | 3.453

Time needed to produce one product unit is 34 min for clock, 29.5 min for

water meter, and 8.4 min for gas meter.

Determination of production line capacity is little complicating because

different products are producing on different set of machines.

The factory works in one shift, but if there is lot of job to finish, they work in
two shifts.

Production cycle time consist of total production time from first operation
to last one. Production line in the factory is series. Therefore, there are different
production times for each series (they never start production of one clock...). So
in case for working in one shift, production time needed to produce 1000 unit is

5 days for clock, 9 days for water meter, and 20 days for gas meter.

After selected the significant data from all these huge data and construct
objective functions for each case and building and locating the significant

constrains, we applied traditional technique and new model at each case
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problem to get an optimal solution for comparison. In the traditional technique,
cost was assigned using traditional method. Then linear programming method

was applied to get optimal solution.

On other hand, cost was assigned using activity based cost (ABC) and
genetic algorithm was applied to perform an optimal solution in case of multi

criterion or linear programming (L.P) in case of one criterion.

Optimal solution that performed from the new model was investigated by
risk management to show how much the external factors (environment) could
be affect on the performed solution. Risk matrix method was applied to
investigate the performed solution. But before applying risk matrix method, we
have identified and analysis risk sources for the observed solution. These risk

sources shown in table 5.5.

Table5.5 Risk sources identification and analysis

. Risk rating Risk Risk rating
Risk Source Trend 1 Q. 2010 2M Q. 2010 3.Q. 2010
Operation cost. _—v Low Medium Medium
Lab t
abor ¢os —_— Low Medium Medium
Lubricant cost \ L L L
OW OW oW
edium
Fixed cost
1xed cos —_ Medium Medium Medium
capital availability —> Medium Medium Medium
business operations — supply chain
management — > Medium Medium Medium
information technology / .
Medium
Planning
_—v Medium
Reportin,
P & / Low Medium

If the solution performed passes the risk matrix with a low risk, it is then
called the optimal solution, otherwise we turn back to the third step (applying

new model).
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On the right-side of this step, one optimal solution was generated from
traditional technique and the other one was generated from the new model. The
final step is comparison between the two solutions. In case of the new model
solution our hypothesis is proved and if the solution is better than the

traditional one, then the new model is accepted, otherwise it is rejected.

Two factories were chosen as case study. Metalika Volf factory was case
study A and INSA factory was case study B. In our tow cases, we tried to be
more close form the real situation case problems of production program.
Where, we take into account all the internal and external factors might be effect
in our case studies. But in same time and through all the huge factors were
collected, only the significant factors were chosen as constrains and limitations,

otherwise it will be impracticable and useless.

5.3.1 Case study A

Total business operating costs consist of the sum of fixed and variable
costs. Fixed costs are independent of the volume of production and include the
expenses of annuity, depreciation, employees’ pays etc. Variable costs depend
on the volume of production, and involve costs of material procurement,
packing, overtime pay for employees etc. Consequently, total business
operating costs are determined by fixed costs, variable costs and volume of

production [Cohen and Sholom, 1999].

In theory or practice there is no methodology to precisely determine unit
cost of a certain product, but this is reduced to assessment based on reallocation

of expenses most commonly performed as follows:

1. Total fixed costs are determined as the sum of all costs created for

manufacturing the product.

2. Calculation of total variable costs created for manufacturing the

product.
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3. Total fixed costs are determined as the sum of total fixed costs and total

variable costs.

4. Product unit costs are determined when dividing the obtained total

business operating costs by the volume of production.

Such manner of determining the product unit cost has become quite
common in today’s business operations. The problem arises when the
enterprise has more than one product in its production program. Fixed and
variable production costs are most often calculated per month, or more
precisely, annually, quarterly and monthly. However, to determine the product
unit cost, the calculation of costs at a monthly level is the most accurate
determination for the acquired detailing level. Namely, in the analysis of
production costs, fixed costs include monthly accounts (energy sources, pays,
taxes and dues), so that the time period mentioned has become established as
the most adequate for approximate determination of the product unit cost
[Kang K, and others, 2002] and [ Jaejoon Lee, and others,2010]. However, the
situation is quite different in variable costs. Variable costs of production depend
primarily on the type of production, i. e. whether it is mass, serial or individual.

Therefore, each case requires analysis.

Variable costs, as above mentioned, depend on the volume of production,
but if a product range includes several products (as is the case very often),
variable costs should be grouped according to various products [Hax and

Arnoldo, 1987].

Where:
Te _Total costs
Fe _ fixed costs

Ve _ Variable costs
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Let n products be manufactured in the enterprise (i=1, 2... n), unit cost for

each product would be:

W= Lo Y e (5.34)
o 0

Where:

Wei - Unit cost price of the ith product,

Qi- Volume of production of the ith product,
V.i- Variable costs for the it product, and
F.i - Fixed costs the ith product.

The product selling price is most commonly determined according to
marketing researches of a concrete enterprise and is based on the supply-and-
demand ratio, product quality and the like. Profit, being a difference between
the selling price and total costs, is often used in the analysis of business
operations as a basic function for optimization of business operations [Cohen
and Sholom, 1999] and [Jaejoon Lee, and others, 2010]. In profit equation the
selling price is data accurately determined, while total costs are often based on
the assessment, i.e. approximate variable costs per product unit. Profit is mainly

calculated using the formula:

P=S,~T.=S, ~(F.+V.) cccccccvmmmmmrrmunne (539

Where:
P - Profit
Sp - Selling price

The function of profit should contain more detailed information because
in real conditions the production program consists of several products. Hence,

profit for the ith product should be calculated using the formula:
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Po=S, ~(F,+V,) (i=1,2,n) s e (5.36)

Where:
P; - Profit for the it product

Spi - Selling price for the ith product and total profit of the enterprise
would be:

PS5,
i=1

n

(Fci+Vci):zn:Spi —F. =) Vg, (5.37)
i=1

n
i=1 i=1
n

F(P),, = Z S, - Z (F,, +V,)= Z Sy —=F, =) Vi (5.38)
i=1 i=1 i=1

i=1

One of the goals in this investigation is to set up a function for profit
maximization to represent as realistic picture of business operations as possible,
i.e. to set up the functions of fixed and variable costs as realistic as possible but

not to represent approximations.

So, let’s start from the basic equation for unit costs per unit of the observed

product:

In the traditional approach, unit variable costs are separated for each
product (e.g. raw material costs, material costs, variable costs etc.) and there are
fixed overhead costs for the entire enterprise. In this approach the allocation of
fixed overhead costs is performed proportionally against material costs or labor
costs or machine time per product. Hundal [1997] reports that such approach
can lead to higher costs being allocated to low-volume products than to those

produced in mass quantities.
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Coumr =A% )-Coimp + (B%)-C gy coovoeee eeereiene . (5.40)
Where:
Crasp- Direct labor costs
Cmatn- Total materials costs
Cmank-Manufacturing costs

Where coefficients A and B are vary within the range of 100-150% and 200-
500% respectively.

Hundal [1997] also reports that traditional costing method derives from
the time of mass production when products were simple and few. Today, a
larger portion of costs is related to direct labor costs, while fixed costs make up

only 10 - 20% of total costs, figure 5.1

Cyparp Caprr o Chrravr o Cror
Material Material " Manufacture Total
™ Total Total
Caparo
Material Other
Overhead Overhead
CrLiBD -
Labor direct S PR —
Production
Total
Cser
Set-up ]
Crro
Production
Overhead

Figure5.1 Detailed breakdown of production costs [M.S. Hundal, 1997]

In the activity-based system the allocation of costs is performed according

to the activities connected to the production of a certain product, figure 5.2.
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Figure5.2 Activity based costing approach in determination of product costs

Max P=Z7,(X )= Z Q (W, W) =T, v e (5.41)

i=1
Where:
P - Profit
Q i- quantity of the it product
Wi - unit selling cost of the ith product
Woi — unit variable costs of the ith product
T. - constant costs

In real conditions the functions of dependence of production volume and
total revenue and total costs are nonlinear. Maximum profit in the graph below
represents maximum difference between the total profit curve and total costs,

figure 5.3.
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Figure5.3 Graphic representation of profit maximization [E. Waring, 1979]

In the enterprise’s real business operating conditions the functions of total
revenue and total costs are nonlinear. The function of total revenue consists of
the sum of variable costs and fixed costs, i.e. the sum of linear function of fixed
costs and nonlinear function of variable costs. Mathematically, it is possible to
determine the nonlinear function of variable costs by applying the Lagrange
interpolation polynomial based on the values of variable costs from the

previous period using: [Hax, 1987 and Bass, 1998]

P(Q) = i};(g) .................................................................... (5.42)
Where:
P =y,]1 QO (5.43)
1;:1' Q,- - Qk
%]

Maximization of the capacity utilization level can be determined via the

function:
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m n 1 .
ZZ(X)=ZZa—al.ij,(l:1,2, T3 JRS (5.44)
i j=1%
Where:

. Qj- Quantity of the jth product included in the production program,

. aij- needed to produce unit of the jth product on ith machine,

. aio- The it machine capacity expressed in time units,

. n - Miscellaneous products that can be produced (j=1, 2 ...n), and

. m - Miscellaneous tools for work (i =1, 2... m).

The application of ABC (Activity Based Costing) method to calculate
product unit cost price requires the classification of fixed and variable costs per
product as well as the classification of material, work hours and machine
engagement hours per operation for each type of product for the observed

business-manufacturing system.

The application of Breakeven Point method (BPM is the analysis of critical
point with nonlinear functions of cost price and sales price) is used for the
generation of the quadratic function to describe dependency for each product:
the volume of production-cost price and the volume of production-revenue.
The generation of above mentioned functions was done after data collection on
achieved financial results after sales and production of different volumes of

production (lots) for each type of product.

5.3.1.1 Case Al:

Objective functions. The first objective function is generated via traditional

approach
Zl,(X )min = Z W, Qi oooeeeer oo eeeeees eeveerene o (5.45)
i=1
m n 1 .
Z,(X),.. = Zza—alej, (=120 M) o e, (5.46)
i j=1 %o
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5.3.1.2 Case A2:

Objective functions. The first objective function is generated via activity-

based costing (ABC) approach

zl”(X JIMin =D W, - Q; vt e e e s (5.47)
i=1
Zy(X ) n = ZZ a; 0, (i =120y M) e . (5.48)
Constraints:

1. Market demand constraint can be expressed by:

0SQISY (=1 200 D) coeoeeieeeeeeeeee e (5.49)

Z a;x; Say, (=120 M) i e (5.50)

Where:

- Quantity of the jth product that can be sold on the market

After the objective functions are formed and constraints are defined using
GA, the Pareto front is generated and optimal solutions are examined. Using a
real example, the application of the developed model for production program

optimization is presented below.

Investigation to follow refers to the application of described methodology
using a concrete example of the enterprise. The selected enterprise is engaged in
manufacturing welded pipes, of various profiles, so that the differences in
product unit cost price are not high. The basic hypothesis was to investigate
whether any difference occurs in production program optimization using

genetic algorithms when calculating unit cost price by applying different
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approaches, i.e. traditional or ABC approach. Therefore, applying the designed
methodology in the enterprise where there are no significant differences in the
manufacturing process of a certain type of product, the results are expected to
differ. However, differences are more pronounced in the enterprise that has a
more diverse production program. We have monitored the production process
in a factory engaged in the production of welded and seamless pipes.
Production is carried out on two lines of similar capacity, and welded pipes of

rectangular, circular and square profiles are manufactured.

Figure 5.4 shows data recorded in one month, and delays and

interruptions of work during weekend or holiday are included.

120000

100000 -

80000 -

O Linet
B Line 2

60000 -

40000 -

20000 -

Figure5.4 One-month daily productions on two lines

Figure 5.5 shows data recorded during 211 work days (without holidays,
delays, time anticipated for overhauling etc.). Larger oscillations in the volume

of production are noticeable in line 2.
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Figure5.5 Production on two lines

For the observed time period, the analysis included direct and overhead

costs, market demands, machinery capacities, human resources and constraints

that may occur due to shortage of material, tools, etc.

Table5.6 Planned and realized product quantities from the production program in the

observed time period

Planned Realized
Variable Product %
quantity (t) | quantity (t)
X1 Hot-rolling rolls 12,500 11,855 94.84
X2 Hot-rolled sheets 7-15 mm 1,750 1,720 98.29
X3 Hot-rolledsheets16-100mm 1,000 970 97.00
X4 Hot-rolled sheets C 0563 625 378 60.48
X5 Cold-rolling rolls 2,500 2,430 97.20
X6 Galvanized rolls 1,125 808 71.82
X7 Galvanized strips 75 77 102.60
X8 Welded pipes - square 3,750 2,377 63.39
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X9 Welded pipes - rectangular 2,500 1,500 60.00
X10 Welded pipes - circular 3,000 1,600 53.33
X11 Seamless pipes 625 514 82.24
X12 Galvanized pipes 190 189 99.47
X13 INP/UNP carriers 1,125 1,100 97.78
X14 Euro carriers 185 133 71.89
X15 L profiles 875 845 96.57
X16 ZP profiles 175 113 64.57
17 Solid steels (rolled and 205 297 9138

drawn light)
X18 Firiket 150 140 93.33
X19 Flah 350 310 88.57
X20 Ribbed reinforcement 100 59 59.00
X21 Electrodes 12,5 10,5 84.00
X22 Al rolls 75 41 54.67
X23 Al pipes 12,5 10,5 84.00
X24 Al profiles 37,5 30 80.00
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Figure5.6 Planned and realized production for the observed three-month period.

It is easy to find out using the ABC analysis that the production of X1, X5,
X8, X2, X10 and X9 products accounts for 80% of the total production. In the
analysis below products X1 and X5 are observed as well as variables X1 and X2
respectively.
Capacity utilization:
Z(X1, X2) max =43.09 X1 +8.83Xp . evvviiiiiiiiiiiiiia (5.51)
The demand is larger than capacity resources; the capacity of two

production lines is a constraint (max. capacity is 250 t per shift and per line).

Product unit prices:

Product X1

Traditional:

Z1 (X1) min = 536.11 X12 + 689.59 X + 5346.1 ......coone.... (5.52)
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Activity-based approach:

71 (X1) min = 553.17 Xi2 + 624.3 Xo + 5458.4 ................... (5.53)
Product X2

Traditional:

71 (X2) min = - 2255 X52 + 8751.4 X2 =396 .....veovveeeen. (5.54)
Activity base approach:

Z1 (X2) min = - 2368.4 X2 + 9246.6 X5 - 455.83.................. (5.55)

So, the objective functions are:

1. Case A1

Zi (X1, X2) min =536.11 X;2 - 689.91 X; - 2255 X3?
+8751.4 X5 +4950.1...ccciiiiiiiii (5.56)

Zo (X1, X2) max = 43.09 X1 + 8.83 X e.veeveoeeeeeeaeeeene, (5.57)

2. Case A2

124

Z1 (X1, X2) min =553.17 X32 - 624.3 X; - 2368.4 X,2

+9246.6 Xo +5503......ooiiii (5.58)

a4

Zy" (X1, X2) max = 43.09 X1 = 8.83 Xauvvvoveeeeeeeeeeeen, (5.59)

RESULTS

Using a Mat lab software package, options for multi-objective
optimization via genetic algorithms for the defined objective and constraint

functions, produces the results as presented in Figures 5.7, 5.8, 5.9, and 5.10.
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Figure5.7 Contours of objective functions for case Al

Table 5.7 and Figures 5.19 display contours of the objective functions,

nonlinear function of product cost, depending on the volume of production and

linear function of machinery capacity utilization, for the observed two cases.

Objective 2

Figureb.8 Pareto front for case Al
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Figure 5.8 and 5.10 shows a set of points representing optimal solution for

the observed functions for the two observed cases each.

Optimal solution is readable from Figures 5.8 and 5.10 respectively, where

the point of minimum is sought, i.e. the point closest to the coordinate-system

origin and represents the minimum for the two opposing criteria (maximum is

sought for one criterion and is multiplied by -1 to obtain the reverse case and

then minimum is sought, which is necessary to generate the Pareto front).

In tables 5.7 and 5.8 only singled out points are given, representing the

middle part of a set of points (the analysis involves over 50 points), i.e. a set of

points closest to the coordinate-system origin. Point No 6 represents optimal

solution for case 1, while point No 37 is optimal solution for case 2.

Table5.7 Points singled out from Pareto front for case Al

Node no. X1 (t) X2 (t) | Z1(cost) | Z2(profit)
27 11.9 19.7 -6.3 6.9
30 12.0 19.7 -6.3 6.9
9 12.1 19.7 -6.3 7.0
29 12.3 19.7 -6.3 7.0
35 12.4 19.7 -6.2 7.1
31 12.4 19.7 -6.2 7.1
7 12.6 19.7 -6.2 7.2
3 12.7 19.7 -6.2 7.2
4 12.8 19.7 -6.2 7.3
28 13.0 19.7 -6.2 7.4
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42 13.2 19.7 -6.2 7.4
22 13.4 19.7 -6.1 7.5
6 13.5 19.7 -6.1 7.6
12 13.6 19.7 -6.1 7.6
19 13.8 19.7 -6.0 7.7
34 13.9 19.7 -6.0 7.7
10 14.0 19.7 -6.0 7.8
11 14.1 19.7 -6.0 7.8
38 14.3 19.7 -6.0 7.9
33 14.4 19.7 -6.0 8.0
39 14.5 19.7 -6.0 8.0
20 14.6 19.7 -5.9 8.0
21 14.7 19.7 -5.9 8.1
32 14.8 19.7 -5.9 8.1
23 14.9 19.7 -5.9 8.1
16 15.0 19.7 -5.9 8.2
27 11.9 19.7 -6.3 6.9
30 12.0 19.7 -6.3 6.9
9 121 19.7 -6.3 7.0
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Table5.8 Points singled out from Pareto front for case A2

Node no. X1 X2 Z1(profit) Z2(cost)

3 22.37 26.82 11.95 1.14
28 22.33 26.95 11.94 1.14
36 21.66 26.91 12.18 1.12
12 21.52 26.89 11.88 1.16
6 21.33 26.87 13.06 0.97
35 21.10 26.83 12.59 1.05
15 21.04 26.82 11.92 1.14
10 20.99 26.83 12.72 1.04
9 20.86 26.80 10.76 1.25
37 20.79 26.82 10.92 1.24
39 20.68 26.82 12.38 1.07
8 20.62 26.82 12.29 1.10
2 20.53 26.83 11.45 1.23
11 20.43 26.92 12.35 1.09
20 20.04 26.94 11.08 1.24
22 19.83 26.94 12.58 1.06
5 19.55 26.90 12.74 1.03
38 19.49 26.90 11.47 1.22
19 19.42 26.90 12.99 0.98
29 19.39 26.95 11.76 1.20
24 19.05 27.00 12.45 1.07
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14 18.92 26.98 12.71 1.04
30 18.58 27.02 12.93 0.99
16 18.55 27.02 12.74 1.03
32 18.46 27.02 12.93 0.99
25 18.34 27.00 11.17 1.23

The results for production program optimization indicate that there are
significant differences in the obtained optimal quantities of the observed
products when the product cost price is calculated via traditional or ABC

approach.

In calculating the cost price via the two mentioned approaches the
nonlinear functions of cost price were used, depending on the volume of
production. Although those calculations of the cost price via two approaches
indicated at first sight very similar dependences of production volume on cost
price, it turned out later that there are significant differences in optimal
production volume of the observed products as it appears in figures 5.11, 5.12,

5.13,5.14 and Table 5.9.
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Figure5.11 Traditional methods vs. ABC method in calculating of optimal production

number of product 1.
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Figure5.12 Traditional methods vs. ABC method in calculating of optimal production

number of product 2.
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Figure5.13 Traditional methods vs. ABC method in calculating of total production cost
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Figure5.14 Traditional methods vs. ABC method in calculating of total production
profit

Table5.9 Optimum quantity, total revenue, and total cost calculated by traditional and
ABC approach incase A2

Optimal quantity Optimal quantity Total Total Net % of

of product 1( X1) of product 1 (X1) Revenue cost profit Improvement

Traditional
13.5 19.7 7.6 6.1 1.5
Method
86.5
ABC
20.1 26.82 10.92 1.24 9,68
Method
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In conclude of case A Metalika Volf factory, ABC approach and genetic
algorithm was applied to improve machinery capacity utilization level and
determine the optimal quantities simultaneously. In this case, the target
functions were mixed. The cost target was nonlinear function while the utility

function was linear.

This investigation presents the analysis of production program with
respect to impact criteria: cost price and machinery capacity utilization level.
Cost price depending on the volume of production is represented by nonlinear
function for the case when the calculation of product cost price is performed by
the ABC approach. Optimal product quantity with respect to the two set up
criteria is determined by forming the Pareto front in the optimization model
using genetic algorithms. The results indicate significant differences in the
optimal production program, which depends on the type of approach applied
in determining the product cost price. Determination of optimal production
program is more adequate when the ABC approach is used, because it describes

a real model more approximately.

5.3.2 Case study B

In the company engaged in manufacturing precision measuring
instruments, we have analyzed the available data and formed nonlinear

functions of the TR and the TC for the three products:
a) Clocks

Revenue function
f(x), =TR(Q)=-0.040>4+6860 —1375 3cccivcee e (5.60)
Cost function

f(x),, =TC(Q)=-0.024 Q* + 410 .Q — 4342 .......... ..... (5.61)
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b) Water meter

Revenue function

f(x), =TR(Q)=-0.18Q% + 4298 Q — 343884 ......... ...... (5.62)
Cost function

f(x),, =TC(Q)=-0.490Q% + 3382 .4Q — 463764 .......... ...... (5.63)

c) Gas meter

Revenue function

f(x), =TR(Q) =—0.87Q> +5984.50 = 5715 L.revversvovecer (5.64)

Cost function
f(x)y;, =TC(Q)=-0.5807 +3818 .20 —3643 .6..coovevs v . (5.65)

The functions of criteria for profit maximization will have the form:

max f(x) = Zf“ = )+ LX) + LX) crreras (5.66)
3
min f(x) =Y fo; = F )5+ F ()0 + F(X) g3 eevvmcremicrrimanneens .(5.67)
i=1
Respectively:
F(1)= -0.04*x(1)"2 + 686*x(1) - 0.18*x(2)"2 + 4298*x(2) - 0.87*x(3)"2 +
5984.5%X(3) = 350975.4; ...ttt (5.68)

Constraints:
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If we consider the production capacity as a key constraint in the
production quantity of some products, temporarily ignoring the structure of

demand for mentioned products on the market, the restrictions are:
0< x1 <4400
0< x2 <2444
0< x3 <1100

**Employees and raw material in the observed company are not of

limiting character

Table5.10 Points singled out from Pareto front for case B
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Quantity

Quantity

Quantity

No | of product | of product | of product Totai:};roﬁt TOt;IZCOSt
one(X1) two(X2) three(X3) (F1) (F2)

2 2312.1 2192.8 944 .4 14456485.9 | 8506146.3
13 2312.1 2192.8 944 .4 14456485.9 | 8506146.3
17 2193.0 1804.7 838.9 12539641.9 | 7623919.3

5 1973.0 1678.2 775.6 11670974.7 | 7161283.7
15 2087.2 1561.3 624.9 10578074.5 | 6534024.5
19 1799.6 1408.7 317.1 8261883.3 5142047.1
18 367.9 1168.4 269.1 6219789.9 3953260.5

7 2008.5 1157.9 735.7 9532647.3 6018204.1

9 907.5 1050.0 816.4 8859057.3 5631201.6

6 269.9 1020.1 2975 5731639.4 3670859.1

4 1926.2 899.0 513.4 7383810.4 4689945.6

3 461.2 671.9 161.3 3706113.7 2373117.9
10 68.2 547.2 24.2 2137830.5 1360931.1
20 124.1 392.5 249.4 2831668.3 1756049.6
12 1395.3 266.3 545.7 4666573.9 2838989.5

8 345.0 225.2 90.2 1372601.8 752203.7
14 9.8 161.3 184.4 1417831.6 757824.9
11 197.1 153.5 23.6 578938.0 214266.9

The Pareto front and values of the functions F1 and F2 are shown in figure 5.15

x 10° Pareto front
e
12 * ------- RSN RN HNNNNN SRR SRS DS SR—

: : i h : : ' : : i

o~ ‘ wl ' ' i
® Bf------ieoeeendeeeees S PRnT RTINS B e TRCTTN SERR
= ' "o H ' '
- : i i E E
§ B A
I S N U SN SN S W ———
- S — LR -

- S S— — RN SHRNNNNS JRNNN SR RRRINS Mol S

2 | I I | | I I | i

9 8 7 ® 5 4 3 2 1 0 1
Objective 1 > 106

Figure5.15 The Pareto front of optimum solution
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From the Pareto front diagram figure 5.15, it is evident that optimum
solution for production quantity and profit maximization under given
constraints is a set [2312; 219; 944], where the maximum profit is 5,950,340 RSD
calculated as max (F1-F2).

After getting the optimum solution, the second step is Identify and
analysis of risk sources for the observed optimum product program. The
essence of risk management is not avoiding or eliminating risk but deciding

which ones to avoid or hedge.

In our case, we have focused on the internal resources only. Identification,

evaluations, and determination of trend are shown in the table below:

Table5.11 Evaluation of internal risk sources and determination of trend

. Risk rating Risk Risk rating
Internal Risk Source | Trend 15tQ. 2010 | 2nd Q. 2010 | 3rd Q. 2010
Operation cost. — Low Medium Medium
Labor cost — L Medium Medium
Lubricant cost ~ Low Loy Low
Fixed cost — Medium Medium Medium
capital availability | —» Medium izcFim Medium
business operations -
ly chain
SUpply ¢ Medium | Medium Medium
management
information technology| _ Medium
planning — | Medium
reporting — Loy
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5 3
High
g Medium-level High-level
g Risk Risk
3
8
S
2
2
8 | .
o
Low-level Medium-level
Risk Risk
Low
High
Low Impact of Risk
Very Likely
(>.45)
Likely
§ (.45-.19)
£ Medium
©  (19-05)
= Unlikely
(.05-.011)
Remote H H
(<.011)
Consequences
Figure5.16 Two-Dimensional Risk Map for identifying Business risks []. Fraser, B.J.
Simskins, 2010]
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This figure 5.16 shows a two-dimension risk map. The vertical axis
represents loss likelihood and the horizontal axis represents loss impact. The

four quarter panels stand for different combinations of likelihood and impact.

Figure 5.17 represents two dimensional of risk map developed for
identified and evaluated internal risk sources. It indicates a small number of
high-risky, a small number of low-risk risk sources, but the largest number risk

sources with medium probability and consequences for business losses, namely:
Ri = {Rhigh ’ Rmedium ,Rlow }: {2’ 15 ’ 3}

Over all research results indicate that at these restrict conditions of
production, there is comparatively high risk of production losses. Therefore, it
is necessary to resolve our problem to find another optimal solution and repeat

analysis until achieved an optimal production program.

T.ikelihood

Low Mediu High

Figure5.17 Two dimensional of risk map was developed for identified and evaluated
internal risk sources

In conclude of case B of INSA factory, genatic algorithim combinding with
risk mamagement mtrix was applied to improve total profit and reduce total
cost with taking into account reducing the impact of outer risk sources in the
quality of decision. Both of the functions target, cost and profit were nonlinear

fuctions.
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A strong and cabable model of genatic algorithim combinding with risk
mamagement mtrix is intrduced and developed to get optimal production

program and increase the quality of decisions.

Applying genatic algorithm as a technique deals with huge conflect
constrains to create one or altrenative optimal solusions. On ther hand,
applying risk mamagement mtrix for choice of optimal production program
reduces the risk of operating losses and affects on the efficiency of management.
Furthermore, qualitative aspects that are defined through risk sources and by
its identification and evaluation, more realistic production program evaluation
can be taking into account. Integrated both of them, genetic algorithim and risk

management matrix guide to optimal production program.
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Conclusion

The production program of enterprises is an important and complex
segment of managing the enterprise, considering the fact that it influences all
elements, such as planning of the material, human resources, machinery

resources, research and development, marketing etc.

Previous investigations [Gonzah, 2001 and Shih, 1979] have found a
correlation between the method of calculating unit cost price and the results
obtained by applying the multi-criteria analysis method in the optimization of
production program. Earlier investigations [Kakumanu, 1998 and Chi-Ming
Lin, 2007] have also proved that optimal production program exerts direct
influence on financial indicators of the business-manufacturing system’s

business operations.

In this investigation, improved financial results has achieved in operating
business of the observed business-manufacturing system by applying the new
thesis approach compared to classical approach in production program
planning. Introducing the ABC approach into the unit cost price calculations,
nonlinear goal functions for costs and sales prices in multi-criteria analysis,
applying genetic algorithms for several goal functions to determine the optimal
production program, and applying risk-based approaches to evaluate the
observed production program was enhancing and supporting the process of

production program planning to get better financial results.

Calculation of product unit cost price by ABC (Activity Based Costing)
method was helpful and useful to classify the fixed and variable costs per
product as well as material, work hours and machine engagement hours per
operation for each type of product for the observed business-manufacturing

system.

Breakeven Point method (Analysis of critical point with nonlinear

functions of cost price and sales price) was Appling to generated quadratic
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function. This quadratic function has ability to describe dependency for each
product: the volume of production-cost price and the volume of production-

revenue.

A genetic algorithm in a software package Mat lab was useful and strong
method to deal and determine the optimum points of multi-nonlinear function.
Also, Risk-based methods were useful to evaluate these various alternative
solutions for the optimal production program with regard to real application in
the observed business-manufacturing system under the influence of various
external impact factors not included in the previous multi-criteria analysis
predominantly oriented to the maximum utilization of a company’s internal

resources.

During the work period of the thesis, we tried to be more close form the
real situation case problems of production program. Where, we take into
account all the internal and external factors might be effect in our case studies.
But in same time and through all the numerous factors were collected, only the
significant factors were chosen as constrains and limitations, otherwise it will be

impracticable and useless.

The results have approved and shown that applying the integrated
approach of the ABC approach and genetic algorithm was useful and

significant in the production programming for any enterprise.

The results for production program optimization indicate that there are
significant differences in the obtained optimal quantities of the observed
products when the product cost price is calculated via traditional or ABC

approach.

This improvement is coming by using ABC method to customize and
assign unit cost and price for each unit type of product depend on of the
necessity and the need. The ABC approach is more adequate for determining

the optimal production program because it describes and simulates the reality.
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As a capable and strong tool, genetic algorithm was an important tool to
solve our two conflict and complex objective functions. Where, the genetic
algorithm considers one of the few tools that deal with and solves such as
problems like multi nonlinear functions and/or linear functions such as the

utility and cost target functions.

Comparing between the two results obtained, we can see clearly that the
integrated approach improves the machinery capacity utilization level 58%
more than before. This improvement reflects on the determination of right
optimal product quantities of X1 and X2. As a result, Production level increases
from 13.5 to 20.1 and 19.7 to 26.82 for X1 and X2 respectively, which in turn
increase the total revenue from 7.6 to 10.92 and reducing the total cost from 6.1
to 1.24. This means the production level increase for 148% for X1 and 136% for
x2 (we can say about 140%). Total revenue rise for 143% and total cost reduce

for 76.7%.

In this investigation also, a general realistic model of production program
has been evaluated by taking into account the qualitative aspects that are

defined through risk sources and by their identification as well.

Results have also approved and shown the impact of outer risk sources in
the quality of decisions which is directly effect on the Profit margin. The
combinding approach of genatic algorithim with risk mamagement matrix has
figure out and slove this problem. Results approved that the approach is strong
technique that deals with huge conflect constrains to create one or altrenative
optimal solusions and reduces the risk of operating losses and increasing of the

management efficiency.

This approach improves total revenue and decision quality by eliminated
influence of the impact of outer risk sources as much as possible. The
improvement of total revenue and decision quality appear clearly in the

obtained results.

106



Chapter Six

From the Pareto front diagram figure 5.11, it is evident that the suggestion
optimum solution for production quantity, maximum profit, and minimum cost

under given constraints is:

. Suggestion optimum quantity of product 1 (X1) = 2312;
o Suggestion optimum quantity of product 2 (X2) = 219;
. Suggestion optimum quantity of product 3 (X3) = 944],
J Suggestion maximum profit (F1) = 14456485.9, and

J Suggestion minimum cost (F2) = 8506146.3

Where the suggestion net profit is 5,950,340 RSD calculated as deferent
between (F1-F2).

This suggestion solution has tested and evaluated by internal sources of

risk matrix support our decision.

Risk matrix indicates a small number of high-risky (Rnign = 2), a small
number of low-risk risk sources (Riw = 3), but the largest number risk sources

with medium probability and consequences for business losses (Ruedium = 15).

Over all research results indicate that at these restrict conditions of
production, there is comparatively high risk of production losses. Research
results indicate that at this suggestion solution of production capacity
utilization, there is relatively high risk of production losses. Consequently, it is
necessary to resolve the problem and repeat the analysis of risk sources as well

until achieved an optimal production program.

Integrated model of Multi-criteria analysis of production program with
Risk management provides the top manager deferent decision choices of an
optimal production program. In same time, it helps him to select the non risky
decision. namely not to take into account only quantity indicators such as
capacity utilization, production resources, restrict limitations, but to consider
qualitative aspects that are defined trough risk sources and by its identification

and evaluation as well. It means, more realistic production program evaluation
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has represented of our problem. As result, integrated model reduces the risk of
operating losses and affects in the efficiency of management in production

program planning as well.
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Appendix A:

Generation steps of Multi-Objective Functions

Appendix A:
- Generation steps of Multi-Objective Functions
* CLOCKS
Q 2000 1190 121
Selling price 1220 762 81
Cost 728 458 54
Net Profit 492 304 27
*WATER METER
Q 1740 801 410
Selling price 3796 3796 3451
Cost 2191 2470 2191
Net Profit 1605 1326 1260
* GAS METER
Q 419 222 22
Selling price 5472 5923 5753
Cost 3482 3770 3661
Net Profit 1990 2153 2092
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Generation steps of Multi-Objective Functions
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Generation steps of Multi-Objective Functions
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Generation steps of Multi-Objective Functions

Clocks Function
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Appendix B:

Set up problem, analysis, and running on Math lab

Appendix B:

Function f = galal(x)

%

f(1)= +0.024*x(1)"2 - 410*x(1) + 0.49*x(2)"2 - 3382.4*x(2) + 0.58*x(3)"2 -
3818.2*x(3) + 463066;

£(2)=-0.04*x(1)"2 + 686*x(1) - 0.18*x(2)"2 + 4298*x(2) - 0.87*x(3)"2 + 5984.5*x(3)
- 350975.4;
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‘n components are bounded, then you need oy supply a vector of leagth m containing bounds.
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4 BackioTop
Linear Inequality Constraints
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‘Notice that the "greater than' nequalifies were first muitiplied by ~1 n order to get them into "less than’ nequalty form.

A BacktoTop
Linear Equality Constraints
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A Backto Top

Nonlinear Constraints
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‘Nonnear constraint functions must eturn both inequalty and equalty constraints, even i they do not both exist. Return empty () for a nonexistent constrant.

f you provide gradients for ¢ and ceg, your solver may run faser and give more refable results.
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- Set up problem, analysis, and running on Math lab

Some of Math lab output solutions with deferent of weights, Population

size, Population type, Selection Function, Crossover Function, Mutation

Function, and Migration Direction.

Objective 2

>

b

S
1

-820
-2110

Pareto front

.......................................................................................................

P R — ............ ............ ............ ............

. ............ ............. ............ ............ S S

o ........ ____________ ............ ____________ ____________

60k ____________ ............ ____________ ............

780k oo ............ ....... ............ ............ ............ ............

PO I AR A | sriesd SR Ko g g

-2105

-2100 -2095 -2090

Objective 1

-2085

-2080 -2075
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Jan4, 2012

7:15:13 AM

1

8.2689

8.2168

O (00 [ N oy o s W N

8.2725
8.2503

— = | =
N - o

8.2689
8.2665

— e | = |
oy o B W

8.2732
8.2333

— | e | pa
o oo N

8.2304
8.2503
8.2632

N NN NN
SO |IN|—= S

8.2623

~No
)

8.2667
8.2551

8.2665
8.2739

8.2782
8.2671

8.2626

8.2697
8.2684

8.2682

8.2705,
8.2219

8.2782

2

4.6346
5.3816
5.0570
4.2859
4.5321
5.4719
4.8577
3.7728
4.9475
5.1767
4.09%4
4.6787
4.2781
4.5363
3.9701
4.9000
5.4210
4.6276
5.4531
5.1923
4.0550
5.1413
5.4625
3.9918
4.8733
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Objective 2

-1000

-1050

-1100

-1150

-1200

-1250

-1300

-1350

MATLAB Variable Editor: optinresults.fval
Jan 4, 2012

Page 1
7:15:51 AM

1 2
-2.0968e+03  -751.1821
-2.08466+03  -797.8930
-2.0919e+03  -778.0769
-2.1010e403  -729.0713
-2.0997e+03 -745.0880
-2.0749¢+03  -801.5006
-2.0966€+03  -765.9642
-2.1072e+03  -696.5767
9-2.0941+03 -771.3382
10-2.0862e+03  -784.6400
11-2.1024e+03  -717.0271
12-2.0967e+03  -754.1024
13-2.1011e+03 -728.5761
14-2.0987e+03  -745.1185
1521052403 -709.1559
16-2.0949e+03  -768.3654
17-2.0792e+03 -799.1820
18-2.0972¢+03 -750.8239
19-2.0782e+03 -801.0570
20-2.0860e+03 -785.6304
21-2.1030e+03  -714.2445
22-2.0912e+03 -783.5148
23-2.07620+03  -801.1857
24-2.1036e+03  -710.1976
25-2.0964¢+03  -766.9547

@ (NS WIN =

-850

-900

-950

Pareto front

I
-7000 -6500

1 1 ]
-6000 -5500 -5000 -4500
Objective 1
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1 [ 2

1 171152 2.6636
2| 169913 37148
3| 17.0593  2.0474
4 16.9670  3.9881
5| 17.0203  -0.4417
6  17.0544  0.4955
7| 171166 2.3853
8 171049  2.3576
9| 17.0707  0.6468
10 17.0307 07662
11 171015  3.4690
12 17.0194  4.3876

13 17.0828  1.8767
14 169615  6.0623
15 17.0468 36317
16 16.9277  5.9237

| 17.0154  5.6641
18 17.0952  1.2589
19 17.0179  -0.8356
20 17.0873  4.5988
21 17.0198  0.9323
2 171012 27660
23 171041 4.2089
24 16.9961  -0.3073
25  16.9942  4.3362
26 17.0226 37857
27 17.0179  -0.8356
28 17.0168  1.4750
29 17.0452  0.0441
30 169617 47222
31 17.0338  2.0828
32 17.0505  3.2923
3 17.0166  5.5257
34 16.9746  5.0638

MATLAB Variable Editor: optimresults.x Page 2
Jan 4, 2012 7:23:58 AM
' 1 2

35 16.9690  3.8575
36 17.0137]  3.0673
37 16.9977  -0.7536
38 171094  4.5395
39  16.9836  5.3150
40  17.0023  4.8963
41 169319  4.9865

42 16.9572| 5.2525
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MATLAB Variable Editor: optimresults.fval
Jan 4, 2012

Page 1
7:25:23 AM

1 [ 2
-6.2021e+03-1.1158e+03
-5.7392e+03-1.1756e+03
-6.3596e+03/-1.0737e+03
-5.6123e+03-1.1916e+03
-6.8644e+03  -913.7326
-6.7334e+03  -975.0281
-6.2930e+03/-1.0983e+03
-6.2943e+03/-1.0959¢e+03
-6.71 37e+03‘ -985.5236
-6.6640e+03 -990.8775
-5.9047e+03-1.1661e+03
-5.4729e+03-1.2198e+03
13/-6.4235e+03-1.0642e+03
14 -4.6032e+03-1.3228e+03
15-5.8070e+03-1.17346+03
16 -4.6580e+03-1.3121e+03
17 -4.8514e+03/-1.3005e+03
18-6.5930e+03/-1.0257e+03
19-6.9100e+03 -888.6269
20-5.4202e+03-1.2370e+03
21-6.6214e+03-1.0008e+03
22-6.1589e+03 -1.12156+03
23-5.6042e+03-1.21326+03
24-6.8309e+03  -920.9152
25/-5.4798e+03-1.2152e+03
26/-5.7303e+03-1.1818e+03
27-6.9100e+03  -888.6269
28-6.4901e+03-1.0350e+03
29-6.8081e+03 -945.9059
30/-5.2847e+03-1.2378e+03
31/-6.3333e+03-1.0745e+03
32-5.9397e+03-1.1521e+03
33-4.9243e+03-1.2918e+03
34]-5.1301e+03 -1.2602e+03

Yaga 2
TR AM

[ 1 [ 2
35-5.6676+03-1.1834e+03
36-5.9990e+03 -1.1358e+03
37-6.8885¢+03 -892.7135
38-5.4611e+03-1.2344e+03
39-5.0113+03-1.2766€+03
40-5.2281e+03-1.2511e+03
41-5.1409e+03 -1.2529¢+03
42-5.0262e+03-1.2712e+03
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Objective 2

2
o

Pareto front

750 i i i i j i j j
-2800 -2600 -2400 -2200 -2000 -1800 -1600 -1400 -1200
Objective 1
MATLAB Variable Editor: optinresults.x Page 1
Jan 4, 2012 7:32:34 AM
1 2
1 8.3283 -0.6427
2 8.3106 2.7295
B3 8.3261 2.1672
i) 8.3305 2.7925
5 8.3265 1.4274
6 8.3162 2.2265
7 8.2956 3.7633
8 8.3239 2.0223
9 8.2533 4.0708
10 8.3181 0.0397
11 8.3485 1.0505
12 8.3124 3.2194
13 8.3123 1.7023
14 8.3266 0.9387
15 8.3278 -0.1324
16 8.3400 1.1009
17 8.3411 1.5588
18 8.3348 1.6645
19 8.3172 3.1010
20 8.3409 3.0719
21 8.2585 4.0579
22 8.3484 1.0019
23 8.3276 0.7291
24 8.3255 1.9803
25 8.2989 3.8829
26 8.3442 0.6130
27 8.3270 0.3432
28 8.3169 -0.2146
29 8.3348 0.6605
30 8.3224 0.7972
31 8.3410 2.0577
32 8.3252 0.0101
33 8.3292 -0.5717

w
S

8.3313 2.1148
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35 83263 25683
36 83094  3.5066
37 82708  3.9997
38 8.3381 3.2735
39 83214 36053
40 83283 22883
4 83250  1.1154
42 82076  3.6402
43 83183  -0.7369
44 83030  3.3935
45 83333  1.2335
46 83388 23813
47 82944 38120
48 82778  3.8406
49 83128  1.8834
50  8.3451 0.8890
51 83222  3.0345
52 83323 15105
53 83190 25204
54 83482  0.8667
55 8.3056  3.7318
56 83188  2.9609
57 83536  1.2057
58 83175  2.8874
59  8.3371 1.7477
60 83217  3.0033
61 83220 02125
62 83393 20933
63 83334 07427
64 83245  2.2040
65 83205  0.2844
66 8.3291 2.3277
67 83343  -0.0673
68 83447  0.5090
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1-2.6920e+03  -420.0672
2-1.9168e+03 -632.8519
3-2.1013e+03  -598.0594
4-1.9022e+03  -637.9451
5-2.3061e+03  -551.1892
6-2.0799e+03  -601.2725
7-1.5290e+03  -697.5517
8-2.1434e+03  -588.7527
'9-1.3876e+03  -714.7030
10-2.5921e+03  -462.7524
11-2.4043e+03  -528.5150
12-1.7447e+03  -664.0028
13-2.2294e+03  -567.8282
14-2.42200+03 -520.2176
15262250403 -452.3847
16-2.3808e+03  -531.2352
17-2.2773e+03  -560.3296
18-2.2472e+03  -566.6790
19-1.7895e+03  -656.7652
20-1.8080e+03  -656.2284
21-1.3948+03  -714.1748
22-2.4153e+03  -525.4259
23-2.4674e403  -506.9829
24-2.1561e+03  -586.1820
25-1.4814e+03  -705.3183
26-2.4967€+03  -500.5460
27-2.5425e+03  -482.4889
28-2.6311e+03  -446.5675
29-2.4839e+03  -503.0340
30-2.4513e403  -511.0081
31-2.1389e+03  -591.9443
32-2.5093e+03  -461.2681
33-2.6837e+03  -424.6163
34-2.1187e+03  -595.0265
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-1.9756e+03

-623.4977

-1.6352e+03

-682.0404

-1.4234e+03

-711.1691

38

4

-1.7334e+03
-1.6007e+03
-2.0652e+03
-2.3813e+03
-1.5789e+03
-2.6996e+03
-1.6763e+03
-2.3563e+03

-668.8585
-688.9641
-605.8592
-531.3283
-689.8571
-413.5396
-674.5181
-539.2741

-2.0398e+03

-612.3396

-1.5089e+03
-1.4916e+03
-2.1794+03
-2.4392e+03
-1.8150e+03

-700.5719
-701.4640
-579.3322
-518.0858
-652.8289

-2.2869e+03

-5656.7737

-1.9887e+03

-620.0601

-2.4452e+03

-516.8447

-1.5451e+03

-696.1040

-1.8399e+03

-647.9721

-2.3698e+03
-1.8651e+03

-538.6334
-643.2408

-2.2254e+03|
-1.8259e+03

-572.0770
-650.8212

-2.5642e+03

-473.9306

-2.1278e+03

-594.1086

-2.46650+03
-2.0896e+03
-2.5540e+03

-508.1668
-600.3033
-478.8986

68

-2.0532e+03
-2.6147e403
-2.5174e+03

-608.4012
-456.8679
-493.9769
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Set up problem, analysis, and running on Math lab

Pareto front

0 0.5 1 15 2 25 3 35 - 45 5
Objective 1 x 10"

Pareto front

5 i i i i i i *
0 05 1 15 2 25 3 35
Objective 1 x 107
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Appendix B:

MATLAR Varlolfis Edibor: opfiresibs. sl Page 1
s 13, 3014 19335 &
1 [ 2 |
1344710407 -4.8601
2 6.16920+04  -0.0092
13/3.2288e407  -4.6366
4251050407 -3.9963
527833407 4.2712
6| 1.36550407  -2.5022
7/ 8.2009e+06  -1.6857
8 2.8575e+07  -4.3515
19/ 2.0775e+07  -3.6231
10 8.9553¢+05  -0.1907
11/ 2.7501e+06  -0.6071
12 1.0893e+07  -1.9917
13 2.7208e+07  -4.2281
14 1.1107e+07  -2.1785
15 1.9093e+07  -3.4301
16 1.4013e+06  -0.2074
17 5.1962e+05  -0.1087
18 712058406 -1.4782
19 1.7013e+07  -3.0735
20 2.3847e+06  -0.5178
21/ 24417407 -3.9815
22 2.9799e+07  -4.4609
23 6.8321e406  -1.4166
24 9.3121e406  -1.8523
25 2.1500e+07  -3.6381
26 123180407 -2.3897
27 5.95520+06  -1.2268
28 1.6027e+07  -2.9298
29 7.8207e+06  -1.5262
30 6.5511e+06  -1.2077
31 1.8416+06  -0.3927
32 1.9093e+07  -3.4301
33 3.5333e+06  -0.7689
34 6.1692e+04  -0.0092
35 1.82200407  -3.2977
36 1.7458e+07  -3.1613
37 5.2880e+06  -1.1618
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g 1%, 2001 Mﬂ@f@&ﬁ
L] 1 2

38 1.5501e+07  -2.8616
39 4.0779e+06  -0.8482
40 1.3267e+07  -2.5526
41 2.3632e+07  -3.9057
42 474460406 -1.0262
43 3.0921e+07|  -4.5549
44 2.2196e+07  -3.7482
45 1.1313e+07  -2.2339
46 2.2483e+07  -3.7883
47 1.4945e+07  -2.7382
48 2.5141e+07]  -4.0445
49 2.0448e+07  -3.5960
50 2.5740e+07  -4.1184
51 3.3875e+07  -4.8067,
52 5.0788e+06  -1.0390
53 3.2880e+07  -4.7055
54 2.3479e+07  -3.8847,
55 1.8500e+07  -3.3351
56 2.8130e+07  -4.3066
57 1.4078e+07  -2.6522
58 1.2951e+07  -2.4036
59 1.6209e+07  -2.9669
60 2.0024e+07  -3.5544
61 4.0779e+06  -0.8482
62 6.1868¢+04  -0.0093
63 3.4471e+07  -4.8601
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M-Code
6/29/11 10:27 PM C:\Documents and Settings\Jalal\Desktop\Untitled

function createlegend(axesl)
$CREATELEGEND (AXES1)
% AXESl: legend axes

Auto-generated by MATLAB on 29-Jun-2011 22:00:53

)

)

% Create legend
legend (axesl, "show');

M-File
6/29/11 10:28 PM C:\Documents and Settings\Jalal\Desktop\paper 2011.m 1 of 1
function [x,fval,exitflag,output,population, score] = paper 2011 (nvars,Aineq,bineq,lb, ¥

PopulationSize Data)
% This is an auto generated M-file from Optimization Tool.

% Start with the default options

options = gaoptimset;

% Modify options setting

options = gaoptimset (options, 'PopulationsSize' ,PopulationSize Data);
options = gaoptimset (options, 'Display' ,'iter');

options = gaoptimset (options, "PlotFcns' ,{ @gaplotdistance Qgaplotgenealogy¥
@gaplotscorediversity @gaplotselection @gaplotstopping @gaplotparetodistance ¢
@gaplotrankhist @gaplotspread });

options = gaoptimset (options, 'OutputFcns' ,{ [] });

[x,fval,exitflag, output,population, score] =

gamultiobj (@miral,nvars,Aineq,bineq, [1,[],1b, [],0options);
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S/29/11 _10:09 PM

MATLAB Command Window

MATLAB Command Window

Generation

COONANAUNFOVONOUAWNFOOLONANAWNR

WNNNNNNNNNNHEHHHERERRPR

Generation

f—count Par
&1 o
o o

129 o 35

151 o
181 o 88
b 1 o P
2w o .
o
Ol=
o .
to o
o
o B

36

=¥
so

o

0
o]
FHRRRPRPHREPHERHE R

00000 000000

ocunt Par

Average

eto dAistance
«dloia7a
-LAIST2
ossso0a
-035767
0365558
o313276
ozs83997
.o23425
o3z29823
ooos216
0173604
.0o32111
ozzes812

o308331
oz78383
o392368
oasase1l
O31O7LS
cazszas
.ozes806
o361258
ozsaas8e
O271L AT
04 03IGLL
o316524

Average

eto dAistance

Average
Pareto spre:
-2109e8s5
-232104a
114176
oo86907
- A 7LD
ooos88s5s5
.103793
oss85069
.999694
-253214
o.osssas8s8
115198
-12014a4a
.999536
o.os8704az2a
-.117058
Oo.o0s6ass8
.999304a
e B e R B
o96397sS
.1z28785
.999107
0o976713
.152616
102261
.999693
125473
.128653
.170803
.135589

00 0+000r00' 00000

[olX]

0000000

<
33 se1 o.ocaz31588 o.999911
32 oo1 O.0300032 o.138825
33 1021 Oo.ocaz38522 o.170819
34 1Losn o.oz77881 O =113192>
35 1081 O.oz222232 O0.0954457
36 = BB 0.0320353 Oo.1304aaa
=7 1141 o.o0ava77e6 o.16a187
38 270 0.0a4a78776 o.18146
° 320 0O.0506751 Oo.193939
ao 1231 Oo.o0aes706 Oo.160625
a1 1261 O.0644956 o.19354as8
az= 12901 O0.0369492 O.100062
a3 1321 o.o317116 Oo.999402
aa 2SS 0.042943s5 o.1272s58
as 1381 0.0325566 o.999816
ae 1a11 0.0369657 o.128576
a7z 1aa1 Oo.0507646 O.999651
as 1471 o.o0721176 O.999581
as L5002 o.o0384777 o.126154a
50 LSTE O0.04a0633 Oo.15464a6
6/29/11 10:09 PM MATLAB Command Window
Sa 1561 O.o0z24a128 O0.999856
52 1591 o.o0289065 0.999535
53 WS 0.038431 0.140755
54 1651 O0.03494862 0.110338
55 1681 0.0357291 0.103975
56 b I o T N O0.026636 O0.0905829
SiZ 1741 0.0326563 0.106915
s8 b L 7 B Oo.0a109247 0.999117
59 1801 0.0297105 o.o986878
60 1831 o.o056811 0O.156066
Average Average
Generation f—count Pareto distance Pareto spres
61 1861 O0.0404605 o.129844
6z 1891 0.0362531 o.1105=21
&3 1921 0.044a5343 0.994737
6a 1951 0.0257733 0.0854576
&5 1981 0.0395453 o.125477
66 2011 O.04as81422 0.995135
&7 2041 0.0646013 O.197018
&8 2071 O.0z202072 0.0667566
6o 2101 Oo.o0884923 0.247351
70 2131 0.0857987 0.996815
71 2161 0.0826655 o.2364a24
72 2191 0.0330412 o.12514
73 2221 0.0391957 Oo.12z4a218
74 2251 0.0278173 o.oss8068
75 2281 O0.04az4a652 o.981831
76 2311 O0O.0284689 O0.0987272
77 2341 0.0263896 0O.0846861
78 2371 O.04a409863 Oo.126021
79 z4a01 O.o0ozs0184 0o.os803174
80 2431 O0.04a82341 O0.11971
81 z2ae1 O.o0624762 o.oe8984
82 2491 0.04a4a3774 0.135349
83 2521 O0.o04a67242 O O71L2DS
84 2551 0.0329337 0.o0912586
85 2581 0o.0304785 0.097505
86 2611 0.0556165 0.175409
87 2641 o.o239676 o.os58014
88 2671 0.0334995 0.135141
89 2701 0.0400358 O0.120632
20 o o b B O0.0304025 O.927901
Average Average
Generation f—count Pareto distance Pareto spres
o1 27 G 0.0z239239 Oo.o0874397
o2 2791 o.o0z286534 Oo.990894
o3 2821 0.0362545 o.1106924
ca 2851 O.0566962 0.173625
o5 2881 0.o0518574 O.149436
XS] 2911 0.0240553 0.0896079
27 2941 0.0a76017 o.147524
o8 2971 0.0356226 o.11878
29 3001 OoO.o0281526 0.09920187
100 3031 0O.0506022 o.955472
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6/29/11 _10:09 PM MATLAB Command Window
101 3061 0.0371936 0.114535
102 3091 0.02799 0.0812464
103 3221 0.0465871 0.150079
104 b % B B 0.0438772 O.l16e566
105 3181 0.0432402 0.156946
106 3211 0.0290514 B dl LR
1.07 3241 0.025944 0.0968445
108 3271 0.0436704 0.165922
109 3301 0.0331202 0.120073
110 s3231 0.027746 0.126099
111 S361 0.0213902 0.0972997
13 2 3391 0.0327344 0.132697
163 3 3421 0.0390179 o.858014
114 3451 0.0334361 0.943007
p B B 3481 0.041077 0.168332
116 =511 0.0318913 0.14268
117 3541 0.0226373 0.0901261
118 3571 0.0311268 0.116657
119 3601 0.0296282 0.118107
120 3631 0.0457561 0.159301
Average Average
Generation E—count Pareto distance Pareto sprea
B 3661 0.0528662 0.173802
i B~ o 3691 0.0574742 0.937339
2 ) 3727 0.0338657 0.130825
124 SIS 0.0283565 0.114967
12S =Fay 0.0137911 0.0S535517
126 3811 0.0397313 0.127329
127 3841 0.0387736 0.134745
128 3871 0.0403639 0.107657
129 3901 0.0323106 0.094477
130 3931 0.0391218 0.101738
1A 3961 0.0495452 0.97927
132 3991 0.0326273 0.962207
A3y 4021 0.0475276 0.13472
134 4051 0.0354834 0.114265
135 4081 0.0267465 0.109092
136 s 0.0386698 0.860515
137 4141 0.0465947 0.151297
138 4171 0.0444344 0.82652
139 azo1 0.0314958 o.1100sS
140 4231 0.0292806 0.107612
141 aze1 0.0707823 o.228964
142 azo1 0.0549802 0.154468
143 4321 0.0365234 0.129059
144 4351 0.0413527 0.146585
145 a381 0.033138 o0.124722
146 4411 0.055972 0.724403
147 4441 0.0582439 0.186924
148 4471 0.0497057 0.157669
149 4501 0.0540623 0.163591
150 4531 0.0457168 0.641037
Average Average
Generation E—count Pareto distance Pareto sprea
/29,11 10:09 PM MATLAB Command Window
151 asea o0.o037a139 0.913733
152 ass1 o.o0azaosa o0.1a8353
153 aez21 0.033957 0.105177
154 4651 O0O.0601238 o.1784Z2
155 a4a6e81 0.0539148 OoO.172891
156 4711 0.0321063 Oo.115478
157 azaax o.o0337895 o.77989
1iso aso1 o.ossev3s T o6.70z152
160 ass1 o.oszs6a8 o
161 ase1 o.oz52313 o
162 as891 0.0503523 o
163 asz1 o.o0s561953 o
164 4951 0O.0294816 o
165 assa o.ozcoe1 o.
166 5011 o.0azz7a1
167 so0a1 o.o0s53055 o
1es s071 0.0as05857 o
1eo s101 o.osecosse
170 5131 0.0320499 o .
171 5161 o.o0s56169
172 5191 O.0as84525
173 5221 o.oz83508 o
174 s=s51 o.os9z2215 o
175 sz2s1 o.ozesass o
176 5311 o.o0zza652 o
177 53a1 0.0388235
178 5371 o.oz271923 o
179 sao1 o.os57za62 o
180 saz1 o.o=72saa o
Average
Generation f—count Pareto distance Pa
1s1 sae1 o.o035728 o
182 54951 0O.0545234 o
183 5521 0O.0538646 o
1sa 5551 o.o0z000as o.
185 ss81 o0.051=3553 o
1s6 se11 o0.0azeze5 o
187 sea1 o.ozsavs o
1ss 5671 O0.033231 o
189 5701 o.037a525 o
190 5731 O.04az27728 o
191 5761 0O.0601251 o
192 5791 0.04a4as58265 o
193 se21 o.o3szas55 o
155 Ses1 c.ozsssse °
156 so11 o.oss7784a o
197 soa1 o.ocasiszs o
198 so71 o.oz16811 o
199 coo1 o0.037z071 o
200 oz o.0350763 o.
201 coe1 o.osss5668 o
zo= coo1 o.o=z8a339 o
203 c1z1 o.0azecs08 o
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6/29/11 10:09 PM MATLAB Command Window
204 6151 0.0452683 0.92544
205 6181 0.0380698 o.124382
206 6211 0.0507065 0.171227
207 6241 0.0296906 0.956767
208 6271 0.0266827 0.0871546
209 6301 0.0428274 0.967569
200 6331 0.0270759 0.109334
Average Average
Generation f—count Pareto distance Pareto spre
>nia. 6361 0.0336209 o.99617
212 €391 O0.026688 0.995786
213 6421 0.026155 0.0772344
214 6451 0.0493109 0.158193
2.5 6as1 0.0108301 0.0406587
216 6511 0.0367635 0l 113725
ot N 6541 0.0536563 0.150603
218 6571 0.0332368 0./ 931132
219 6601 0.0514214 0.997431
220 6631 0.0461023 0.151234
221 6661 0.0491333 05141721
222 6691 0.0611667 0.153866
223 6721 0.0377558 0.101686
22a 6751 0.0267808 0.0774561
225 6781 0.0368898 0.111134
226 6811 0.0400835 0.10858
227 es8a1 0.0326999 0.0996819
228 6871 0.0407053 0.137642
229 6901 0.0184395 0.0623679
230 6931 0.030504 0.110397
231 6961 0.0342467 O0.994222
232 6991 0.0753258 0.207287
233 7021 o.o0518814 0.649974a
234 7051 0.0484496 0.97974
235 7081 0.0272877 o.o0878674
236 7111 0.074462 0.211518
237 7141 0.0454583 0.142725
238 7171 0.0362004 0.135037
239 7201 0.0170536 0.0684645
240 7231 0.0425079 0.145995
Average Average
Generation f—count Pareto distance Pareto spre
241 7261 0.0442305 0.143942
2a2 7291 0.0358514 o.12714
2a3 732 0.0427853 o.126848
2aa 7359 0.049307 0.165039
2as 7381 0.0665664 0.249419
z2ae 7a11 0.0430432 0.158691
2a7 7441 0.0343972 0.12503
2as 7471 0.0202731 0.0739003
2495 7501 0.037127 0.111317
250 7531 0.0412255 0.148915
251 7561 0.0262003 o.974847
252 7591 0.0327118 0.991525
253 7621 0.0218738 o.990728
6/29/11 10:09 PM MATLAB Command Window
254 7651 0.0aa3153 o.920204a
255 7681 o.0304a722 0.977653
256 7711 0.0564a592 o.181773
257 7741 0.0320275 o.o09229%aa
258 7771 o.o31901 o.10129
259 7801 o.o0ass732 o0.16374s
z60 7831 o.o0zoavs=z o.o0769302
ze1 7861 o.caa3019 o.166zaz
zez 7891 0.03a3771 o.123287
263 7oz1 0.0as559%06 o0.14a2515
264 7951 o.o0196125 o.990395a
265 7o81 0.0331835 o.118406
266 so011 0.0a9313 o.987757
267 s0a1 o.o0a1s198 o.14aaa7s
268 s071 o.o3237as8 o.o09s57857
269 s101 o.o03542aa o.138366
270 8131 o.o03a8276 o.o36544
Average Average
Generation f—count Pareto distance Pareto spresz
271 8161 o.ozzoz2s8 Oo.o9a523
272 s191 o.os08a34a o.1a47696
273 sz221 o0.0aazsz22 o.153582
=274 sz2s51 o0.0a79316 o.o9691s5
275 sz281 0.03a734a95 o.o98729
276 8311 o.o0s32191 o.zi1zzz22
277 8341 0.0330204 0.998557
278 8371 0.03528956 o.14115
279 sa01 o.o0308119 o.124004a
280 sa31 o0.0as1152 o.992a371
281 Bsae1 o.o0a7os71 o0.174696
z82 sas1 0.o0394a195=2 o.14036s
283 8521 o.ozs931 o.o9398s
zsa 8551 o.oz37161 o.os9004a4a
285 8581 0.03%035 o.153085
286 8611 o.o06s58969 o.zo0az1e6
287 8641 o0.0a71772 o.o98736
=288 8671 0.0367457 o.137a9
289 8701 o.os0s5201 o.177389
250 8731 o.os794a16 o.21554a1
zo1 8761 o.o0312695 o.105685
zoz 8791 o.ozz3174a o.o07a987
293 s821 o.os18112 o.1524a62
=294 s851 o.os3s889 o.168999
295 ss81 o.o0z26265a 0.0960003
296 8911 0.0310273 o.o99052
=297 soa1 o.ozss185 o.119336
298 8971 o0.o0z79527 o.o99081
299 soo1 o0.0a37as1 o.182513
300 so31 0.0545393 o.oos834
Average Average
Generation f—count Pareto distance Pareto spre=s
301 soe1 o.o0362322 o0.132706
302 soo1 o0.0a11497 o.147316
303 s1z1 o.ozazaszs o.o99s514

138



Appendix B:

Set up problem, analysis, and running on Math lab

S/29 /11

10:09 PM

MATLAB Command Window
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.os533881

Average
reto dis
.0o325025
.0354117
o.o0a3s819
.oz322848
.ozz2s321
.o3a7als
.ozos5694
.oaz7901
.0570907
.0oaso1=29
0.033545
o.ocasezsa
0.030544a
.ozeo864
.o239839
.os19987
o.ocazszo
.0s575245
.03a1294a
.oasos856
.oasi1832
.0az39926
.o302849
.ozzaso=2
.0586995
.oza7125

tance

on

000000 P

00

00000000

o.109729
o.118617
-133472
.18s022
Q. LII7A
i L BIOSTT
.236308
s 1 7ABE
-138537
.z07508
.999%093
.101827
-106811
oesez16
< LI 0344
-104a4099°
-17684a3
.999937
-10834a3
.10z2ass8
.999757
-10614a7
.096953
.136076
.118364a
-.9974a94a
o.i18512

o
o

00000000

000000000000

Average
reto spre:
oo7s5158
1A 3279
-14a378
-106977
o77ez284a
107539
< 110757
-15a902s8
o.193158
o.1778a
.123369
.140e18
.o9984a7
os70z283
o763762
-o99839a
.1164a407
.zo0z9o63
-1z7278
196661
-l46011
.9993s59
.10999s8
o7s55025
.997175
o.o082616

000

0

139



Appendix B:

Set up problem, analysis, and running on Math lab

6/29/11

10: 09 PM

MATLAB Command Window

357
358
359
360

Generation

381
3632
363
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b § R
366
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368
369
370
7
372
o 7 g
374
i
376
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= T
TS
380
381
HaZ
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386
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Generation

391
< 5o
o
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IS
D&
397
908
R
400
401
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404
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10741
10771
10801
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f—count P
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1OSB8T
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6/29/11 _10:09 PM
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-127348
.999742

0000

Average
reto spre
.999351
.179534
<A 53774
181197
.999468
.108987
0790333
.992409
.175087
.119354
-125747
.158325
114214
0.08514
.152934
.155682
o982608
.126078
.999128
os79898
~ALABE
<2120 07
.201897
.155903
.130847
.998401
-151115
.998714
.124s527
o0.1572

00 000000+ OOOOOOVY

00

000000000

Average
Pareto spre
0.0867437
o.105688
0.132267
0: 0751315
0.20003
0.062557
0.171134
o.os8284a88
0.123833
O0.186961
0.0733529
0.0692197
0.0999187
0.141565
0.0923006
0.056916

MATLAB Command Window

ao7 12241
aos 12271
ao0o 12301
a10 12331
a11 12361
a1z 12391
a13 1zaz1
a1a 12451
a1s 1zas81
a1e L2521k
a7 12541
als 12571
aio 12601
azo 12631

Generation f—count
az1 12661
azz 12691
az3: Bt -
aza 12751
azs 12781
aze 1zs811
az7 12841
azs 12871
azo 12901
a3o 12931
a31 1z961
azz2 12991
a33 13021
a3a 13051
a3s 13081
ase 13111
a3z 132141
aszs 1rz17L
a3o 13201
aao T3z
aa1 13261
aaz 13291
aas 13321
aaa 13351
aas 13381
aaes Fi= s W
aaz 13441
aas 13471
aas 13501
aso 13531

Generation f—count
as1 13561
asz 13591
as3 13621
asa 13651
ass 13681
ase 137l

o.oz292334
o.o0ezs2a8
0.0a32167
o.ozis8219
o.o05762a8
0.03654a29
o.o3s58011
o.ozz1223
0.0331249
0.o0313991
o0.03aa758
0.06a3014
0.0ass5699
0.0399763

Average

Pareto distance

o.0aso0z86
o0.0ca18726
0.0352123
0.04a14911
o.0395758
.ozs6021
.0606899
0.029776
.0a39725
.oasss54a4
.o3z284az24
.oz784aaa
ozssa7s
.0740926
0.060239
.oaoses2
.0340946
.oaes8259

0.0334a8
.0a11408
.o0aso0738
.o398241
.os02658
.0a85609
.0330194
.0716237
.0615709
0.044763
.0352805
.0a93837

00

000 000QO0OCO

00 000000O0OC

Average

Pareto distance

0.0a133a
o.oca30829
0.0asaz239

0.0a3889
0.0323133
o.o0385891

o]
[eNeXoR]

[}

=3

[eNeNe]

[}

00000000000000000+* 00 000000000 0000

0o0o0o00O0W

.103296
-16zas4
.140116

oes33a2
162658
.110689
.9994az22

0742603
.130075
O:. L1226
.999446
.z2z2sa1s8
.155432
-1307as

Average
reto spre
- BZATEL
.143689
.997949
.168562
.155584
116692
.2z14a806
.997721
141414
o.15286
.119726
.o991278
0898653
.2a45639
.2zz0019
.160079
-110989
.168615
.122383
.342533
< AAZBTTA.
: VZAIEN
.140752
142971
.107539
.250231
.zooss8
.156021
.126837
.240776

Average
reto spre
+ 177476
.172548
165721
.156005
-117675
.139451
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Appendix B:

Set up problem, analysis,

and running on Math lab

6/29/11 10:09 PM MATLAB Command Window
as7 13741 0.0452224 0.136523
ass 1S 7 0.0360924 0.128143
as9o 13801 0.0458933 o0.524181
a60 13831 0 . 033727 0.445719
461 13861 0.0391925 0.139979
462 13891 0.0297633 0.105894
463 13921 0.0252562 0.303516
a64a 13951 0.0348683 0.135541
a6s 13981 0.0272222 0.0858205
466 14011 0.0312843 0.100433
a67 14041 0.027024 0.0888197
aes8 14071 0.0374832 0.157298
469 14101 0.0337378 0.1017
a70 1aazsE. 0:-032357.5 0.653299
AT 14161 0.0573704 0.17492
a72 14191 0.0396424 Ol-2a.4033
a73 14221 0.0456414 0.126414
a7a 14251 0.0227051 0.0750966
a7s 14281 0.0598613 0.33792
476 14311 0.0786639 o.231888
a77 14341 0.0750433 0.224583
a78 14371 0.0511809 0.132496
a79 14401 0.0699758 0.223009
aso 14431 0.0501154 0.155817
Average Average
Generation f—count Pareto distance Pareto spre
as1 14461 0.0267836 0.100628
asz2 14491 0.05584 0.201632
a83 14521 0.0364879 0.146426
asa 14551 0.0324358 0.0973634
ass 14581 0.0274675 o.os898189
ase 14611 0.0392597 0.125554
as7 14641 0.0257607 0.621445
ass 14671 0.0303593 0.0888933
aso 14701 0.0313915 0.0810143
aso0 14731 0.0535172 0.190974
491 14761 0.0341283 0.13852
a92 14791 0.0398011 0.14226
493 14821 0.0324634 0.115038
a94a 14851 0.052707 0.214151
495 14881 0.0305751 0.118152
496 14911 0.0320926 0.110866
a97 14941 0.0409706 0.141648
aos8 14971 0.0910234 0.282227
a99 15001 0.0621559 0.207984
500 15031 0.04a87442 0.159377
501 15061 0.042106 0.130608
502 15091 0.0446335 0.150859
503 15121 0.0594373 0.194989
504 15151 0.0423092 0.140284
505 15181 0.0352276 0.111179
506 15211 0.0307115 0.09993%02
507 15241 0.0356363 0.12091
508 15271 0.0641685 0.512987
509 15301 0.0305859 0.0998874
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Appendix B:

Set up problem, analysis, and running on Math lab

6/29/11 _10:09 PM MATLAB Command Window
s10 AUSHD. 0.0634455 o.1824a81
Average Average
Generation f—count Pareto distance Pareto spre
511 15361 0.0423649 o.146876
Saz 15391 0.0277223 0.6920032
513 15421 0.0a83744 o0.160198
514 15451 0.0231491 0.0802396
515 15481 0.0406311 0.137232
s16 15511 0.0333433 0.135285
517 15541 0.0758163 0.252414
s18 15571 0.0586599 0.183399
519 15601 0.0296107 0.32738
520 15631 0.0415136 o.145474
sz21 15661 0.0715032 0.209937
522 15691 0.119909 0.784992
523 15721 0.0733895 0.606174
524 15751 0.0341981 0.105669
525 15781 0.o0a77981 0.133332
526 15811 0.0603154 0.163283
527 15841 0.0437852 0.123191
s28 15871 0.0351039 0.128002
529 15901 0.0497122 0.181734
530 15931 0.0376324 o0.132611
531 15961 0.0267458 0.107711
532 15991 0.0247938 0.100312
533 16021 0.0499108 o.187836
534 16051 0.0353834 0.132361
535 16081 o.ozss2s8 0.0993857
536 16111 0.0541389 o.183874
537 16141 0.0504345 0.182645
538 16171 0.0307189 0.133942
539 16201 0.0379212 o0.140686
540 16231 0.0234676 0.766991
Average Average
Generation f—count Pareto distance Pareto spre
541 16261 0.0346525 0.116349
542 16291 0.0454797 0.16675
543 16321 o.o0190186 o.886131
s4a4 16351 0.0422134 0.164553
545 16381 0.0593556 0.670757
sa6 16411 O0.04a64as818 0.167306
547 16441 0.0443939 0.156512
sas 16471 0.0347873 0.103394
sa9 16501 0.0275082 0.083464
550 16531 0.0264235 0.0971786
551 16561 0.04a08748 0.14836
552 16591 0.0291953 0.0911352
553 16621 0.0412795 0.11934
554 16651 0.0261374 o.o84a4a747
555 16681 0.0222632 0.0799591
556 16711 0.0386153 0.159834
557 16741 0.0405993 0.411655
s58 16771 0.0315212 0.101289
559 16801 0.0160567 0.0545878
6/29/11 10:09 PM MATLAB Command Window
560 16831 0.0362938 0.124707
561 16861 0.0361463 0.112254
562 16891 0.0397804 0.128063
563 16921 0.0363056 0.104896
564 16951 0.0474593 0.157262
565 16981 0.0290557 0.116771
566 17011 0.0454805 0.185485
567 17041 0.0350244 0.128395
568 17071 0.0357309 0.103204
569 17101 0.0236435 0.0666299
570 171371 0.0333024 O0.0922192
Average Average
Generation f—count Pareto distance Pareto spxr
571 17161 0.0607464 0.191605
572 17191 0.0248546 0.0881871
573 17221 0.041434 0.134288
574 17251 0.0443769 0.158579
575 17281 0.048286 0.16899
576 17311 0.0430724 O0.168384
577 173471 0.0439394 O.185121
578 17371 0.0320845 0.129898
579 17401 0.0309183 0.842788
580 17431 0.0249995 0.969455
581 17461 0.0300912 0.110878
582 17491 0.0249364 0.0705627
583 17521 0.0648933 O.730008
584 17551 0.0407375 0.150589
585 17581 0.0314289 0.90671
586 17611 0.0396262 -974522
587 17641 0.0327128 0.115854
588 17671 0.0356002 0.933945
589 17701 0.0251713 O0.98651
590 17731 0.0349185 0.14093
591 17761 0.0234225 0.101955
592 17791 0.0455984 0.18363
593 17821 0.0309904 0.110177
594 178851 0.038727¢6 0.149067
595 17881 0.044949 0.335849
596 17911 0.0554334 0.570828
597 17941 0.0329031 0.995696
598 17971 0.0533939 0.98866
599 18001 0.0417164 O0.169644
600 18031 0.0220651 0.587733
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Appendix B:

Set up problem, analysis, and running on Math lab

MATLAB Workspace
MATLAB Variable Editor: optimproblem Page 1
Jun 29, 2011 10:09:36 PM
Field = Value Min Max
&) fitnessfcn @mirat
FH nvars 3 3 3
HH Aineq (100010001 0 1
FH bineg [4400,2444;1100] 1100 4400
HH Aeg []
FH beg []
Hib [0,0,0] 0 0
H ub []
H randstate [
H randnstate [
solver 'gamultiob’
options <1x1 struct>
MATLAB Variable Editor: optimrasults. output Page 1
Jun 29, 2011 10:11:03 PM
Field « Value Mn  Max
R problemtype linearconstraints'
H randstate <6otun3> 0 247
EHrandnstate [4.2860e+09:1274... 1274... 4.28..
H generations 600 600 600
Efunccount 18031 18031 18031
R message 'Optimization temi...
H aragedistance  0.0221 0.0221 0.0221
Espread 0.5877 0.5877 0.5877
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Appendix B:

Set up problem, analysis, and running on Math lab

F1 and F; value function results

Jun 29, 2011

MATLAB Variable Editor: optimresults.fval

Page 1
10:10:02 PM

1

W O N O D WN| =

2

-6.8677e+06| 1.1292e+07
-5.7825e+06| 9.4135e+06
-7.9679e+06| 1.3253e+07
-1.4724e+05| 4.5168e+05
-8.5510e+06| 1.4332e+07
-3.7061e+06| 5.8853e+06
4.6300e+05|-3.5087e+05
-7.6609e+06| 1.2890e+07
-7.4760e+06| 1.2176e+07

10-1.7064e+06| 2.7351e+06
11/-4.3308e+05| 1.0468e+06
12/-2.0744e+06| 3.3287e+06
13/-5.1204e+06| 8.0414e+06
14-5.9311e+06| 9.8037e+06
15-4.2841e+06| 6.7686e+06
16, 1.9820e+05| 5.7121e+03
17/-5.5692e+06| 8.8360e+06

18/-4.9174e+06| 7.7293e+006
19/-6.3120e+06| 1.0078e+07
20-1.3257e+06| 2.2131e+06
21-6.6391e+06| 1.0678e+07
22/-8.3417e+05| 1.6294e+06
23/-8.5510e+06| 1.4332e+07
24/-8.1379e+06| 1.3624e+07

Population results

MATLAB Variable Editor: optinresults. population
Jun 29, 2011

Page 1
10:12:11 PM

1
2
3
4
5
6
i
8
9

10
alal
12
alg}
14
15
16
17
i8
19
20
21
22
23
24
25
26
27
28
29
30

1

1.2882e+03
525.2875
979.7912
24.5695
1.5285e+03
1.6593e+03
458.3182
953.4353
0.1413
1.0201e+03
1.4571e+03

817.9751
449.9113
438.9219
462.5268
989.2242
245.9783
785.1739
101.0112
941.6109
894.0488
895.5641
1.3397e+03
257.3966
528.1991
116.8934
968.9056
349.8867
1.6593e+03
1.4364e+03

2
1.7845e+03
1.6478e+03
1.9730e+03| 1

171.7388
1.8576e+03

2.0697e+03 1.

363.4189
498.5300
9.9206e-04
2.0667e+03
1.8089e+03
1.7169e+03| 1
453.4513
26.8313
424.5663
808.7403
.8119e+03
.2009e+03
65.0714
.2789e+03
.5045e+03
724.3898
.3784e+03
156.7015
.7507e+03
297.2698
.5178e+03
73.0733

A

Y Y

-

-

-

2.0697e+03 1.

2.0388e+03

=)
692.8011
509.1913

.0181e+03

8.8675
195.8723
1000e+03
738.4260
649.6368
o
852.3808
771.1049

.0071e+03

149.2240
169.4700
274.7544
835.9176
503.2876
297.5852
1.4853
619.6174
258.0517
854.6182
750.0570
316.1783
650.4278
210.7587
813.5762
248.2640
1000e+03
986.5299
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Appendix B:

Set up problem, analysis, and running on Math lab

Score diversity output.

MATLAB Variable Editor: optimresults.score Page 1
Jun 29, 2011 10:12:50 PM
al 2]

1/-6.8677e+06| 1.1292e+07

2 |-5.7825e+06 9.4135e+06

3 |-7.9679e+06| 1.3253e+07

4 -1.4724e+05 5168e+05

5 |-5.4255e+06 1058e+06

6 |-8.5510e+06| 1.4332e+07

7 |-3.3875e+06 4380e+06

8 |-3.7061e+06 8853e+06

9| 4.6300e+05|-3.5087e+05

10/-7.6609e+06
11|-7.1978e+06
12|-7.4760e+06
13|-1.7064e+06
14/-4.3308e+05
15/-2.0744e+06
16/-5.1204e+06
17/-5.9311e+06
18/-4.2841e+06
19| 1.9820e+05
20/-5.5692e+06
21|-4.8107e+06
22|-4.9174e+06
23|-6.3120e+06
24/-1.3081e+06
25/-6.4047e+06
26/-1.3257e+06
27/-6.6391e+06
28|-8.3417e+05
29/-8.5510e+06
30/-8.1379e+06

2890e+07
1847e+07
.2176e+07
.7351e+06
0468e+06
3287e+06
0414e+06
8037e+06
7686e+06
7121e+03
8360e+06
7756e+06
7293e+06
0078e+07
2972e+06
0498e+07
2131e+06
.0678e+07
6294e+06
.4332e+07
.3624e+07

2222 N2 N2 N N]|Q)0 000105 N| S 2000 =0 h

- Program Parameters

. Population type: Double Vector

. Population Size: Double Vector

o Selection Function: Tournament

o Crossover Function: Intermediate

. Mutation Function: Use constrain dependent default
o Migration Direction: Forward
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Set up problem, analysis, and running on Math lab

Appendix B:

- Final running of casel problem (Satisfied Solution).

Pogs
A =40:08 AR

E randnstate
E generations
E funccount

I] message
E averagedistance

[614963577;1.2339...
146

17641

'Optimization termi...
0.0062

0.2179

6149...
146
17641

0.0062
0.2179

Field 2 [Mn [ max
m problemtype ‘boundconstraints’
randstate <625x1 uint32> 244 2147...

1.28...
146
17641

0.0062
0.2179

E spread

Pareto front
B [ e e e
25
%
. ‘:{ . . . . . . . . .
Rad i L o ;
: B : : ] ; : : ' :
¥
e :
S b ivieneis o bumnsimanisins sommivieines 3 g N P
P
Q’?ﬁ
= % : : : : :
2 H H H H w H . H H H H
g _7.5_ ........ E.........E..........i..........z ........ f"i .......... . .......... . .......... . .......... . .......... .
g . . : : N " . . H 5 .
Ko . '
y - ! !
[y : :
ol :
(. | TN PRI, R R | S SRR “"g‘ ......................
5 :
e H
H H " .
: o
: : H H : H H '&& H :
- e ccscncaajsnnssassagisansaassqaisaacansRaa i aacaa s as s aNsaRes AR IaERsREssancansnanatsan ] e cccccaasnn
50 : : ; : : : = P :
9 ] ] i ] ] ] ] i ] j
-6.6 -6.5 -6.4 -6.3 -6.2 -6.1 -6 -5.9 -5.8 -5.7 -5.6
Objective 1 x 10°
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Appendix B:

Set up problem, analysis, and running on Math lab

F1 and F2 Values of Objective Functions

MATLAB Variable Editor: optimresults.fval Page 1
jan 10, 2012 11:39:45 AM
1 2
1|-5.7258e+05  -8.4910
2|-6.3876e+05  -6.6236
3|-6.2010e+05  -7.2157,
4/-6.1870e+05  -7.2751
5|-6.4218e+05  -6.5459
6/-6.0858¢+05  -7.5678
7|-6.2201e+05  -7.1587,
8|-5.7684e+05  -8.4502
9/-6.2975e+05  -6.9636
10-6.0236e+05  -7.7710
11-5.9990e+05  -7.8088
12-6.0528e+05  -7.6099
13-5.8175e+05  -8.2974
14-5.8517e+05  -8.2600
15-6.5153e+05  -6.0030
16-5.8833e+05  -8.1990
17-6.4407e+05  -6.2744
18-5.6911e+05  -8.5918
19-6.0473e+05  -7.6873
20/-5.9456e+05  -8.0497
21/-5.9272e+05  -8.0826
22-6.1092e+05  -7.5147
23-5.8896e+05  -8.1467
24-6.4860e+05  -6.2031
25-5.7211e+05  -8.5622
26/-6.4041e+05  -6.5682
27]-6.3259e+05  -6.8760
28-6.1595e+05  -7.3535
29-6.2682e+05  -7.0495
30/-6.3079e+05  -6.9308
31-6.2357e+05  -7.0973
32-5.9003e+05  -8.1318
33|-5.9567e+05  -7.9558
34-6.0324e+05  -7.7076
35-6.2499¢+05  -7.0877
36/-6.4298¢+05  -6.3508
37]-5.7938e+05  -8.4212
MATLAB Variable Editor: optimresults.fval Page 2
jak 10, 2012 11:39:45 AM
_ 1 2
38-5.9865e+05 -7.9025
39-5.9510e+05 -7.9817
40/-5.8075e+05 -8.3390
41/-6.3328e+05 -6.8174
42/-6.1541e+05 -7.4277
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Appendix B:

Set up problem, analysis, and running on Math lab

X1 and X2 Numbers of Products

MATLAB Variable Editor: optimresults.x Page 1
jau 10, 2012 11:39:23 AM
1 2

1| 156792  19.6472

2| 11.3207]  19.7247

3| 127084  19.7017

4 12.8453  19.7064

5| 11.1459  19.7412

6 13.5271]  19.6945

7| 125755  19.7041

8 155777  19.6801

9 121178  19.7290
10 13.9975  19.6995
11 14.0883  19.6850
12 13.6294  19.6709
13 152249  19.6716
14 151329  19.6964
15 9.8960  19.6927
16 14.9889  19.7082
17 10.5283  19.6806
18 159123  19.6511
19  13.8043  19.6948
20  14.6402]  19.7197
211 147181 19.7114
22l 13.4021]  19.7023
23 14.8706  19.6934
24 10.3559  19.7146
25 15.8391]  19.6737
26  11.20080  19.7268
27 11.9135  19.7333
28 13.0281]  19.7021
29 12.3181  19.7235
30 12.0413  19.7303
31 1243371 19.7010
32l  14.8348  19.6999
33 14.4274  19.6940
34  13.8533  19.6848
35  12.4086  19.7148
36  10.7035  19.6904
3 15.5068  19.6977
MATLAB Variable Editor: optinresults.x Page 2
jawn 10, 2012 11:39:23 AM

1 2

38 14.3011 19.7081
39 14.4869  19.6979
40 153202  19.6778
41 11.7800  19.7220
42 13.1959  19.7234
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Appendix B:

Set up problem, analysis, and running on Math lab

- Final running of case2 problem (Satisfied Solution).

MATLAB Yarlable Edtor: optinresults, Fage 1
e 19, 2012 11:48:07 AM
Field + | value [Mn  [Max
@ problemtype 'boundconstraints’
Bﬂ randstate <625x1 uint32> 344 2147...
Ba randnstate [3.2918e+09;3.810... 3.29... 3.81...
FH generations 139 139 139
FH funccount 16801 16801 16801
[s6] message 'Optimization termi...
EB averagedistance 0.0107 0.0107 0.0107
F spread 0.2781 0.2781 0.2781
Pareto front
e L e PP PP TR PE PP PPERERE T ERCTEEERPEREPS .
ﬁﬁ
1 | I— v ..................................................................................
2’&' H H H H
_105_ ...... :{. .................... ....................
5 ¥ : : : :
- ok
2 *
% B T e T L LT T RN
Y%
%,
T OSSNSO SNSRI SOOI F o e :
E =
_12_ ................. frocceerresteeitectiotiesiiaatiantan
; A
: N
125 1 1 1 1 J
135 1.3 -1.25 1.2 1.15 1.1
Objective 1 x 10°
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Appendix B:

Set up problem, analysis, and running on Math lab

MATLAB Variable Editor: optimresults.fval Page 1
jan 10, 2012 11:47:47 AM
il 2
1|-1.1870e+06 -12.1361
2-1.2313e+06 -11.2156
3/-1.1879e+06 -12.0081
4-1.3115e+06 -10.0335
5/-1.2606e+06 -10.7989
6-1.2176e+06 -11.5651
7 1-1.1836e+06 -12.1490
8-1.2287e+06 -11.2529
9/-1.2211e+06 -11.3561
10 -1.2208e+06 -11.4118
11/-1.2442e+06 -11.1785
12/-1.2156e+06 -11.6486
13/-1.3280e+06 -9.7219
14/-1.2828e+06 -10.5341
15/-1.2190e+06 -11.4326
16/-1.2956e+06 -10.3791
17-1.1055e+06 -12.4516
18-1.1213e+06 -12.4074
19 -1.2632e+06 -10.7450
20/-1.2550e+06 -11.0122
21|-1.1739e+06 -12.2682
22|-1.2598e+06 -10.9241
23|-1.1380e+06 -12.4040
24/-1.2826e+06 -10.5916
25|-1.2975e+06 -10.2854
26|-1.1755e+06 -12.2081
27,-1.3210e+06 -9.8402
28/-1.2045e+06 -12.0030
29 -1.2695e+06 -10.7354
30/-1.2952e+06 -10.3912
31}-1.3151e+06 -9.8989
32/-1.2974e+06 -10.3423
33/-1.3155e+06! -9.8979
34/-1.1458e+06 -12.2702
35/-1.2190e+06 -11.4605
36/-1.2147e+06 -11.7108
37/-1.2247e+06 -11.3249
MATLAR “erisble Bellwrs aptirresulia.f Fage 2
Jam 1, 3092 114747 A
| 1 2
38/-1.2619e+06 -10.7720
39-1.2274e+06  -11.2798
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Appendix B:

Set up problem, analysis, and running on Math lab

MATLAB Variable Editor: optinresults.x Page 1
jaw 10, 2012 11:47:25 AM
1 2
1 22.6576 26.8730
2 20.5305 26.8288
3 22.3714 26.8213
4 17.7474 27.0229
5 19.5494 26.8978
6 21.3340 26.8662
7 22.6922 26.8509
8 20.6181 26.8234
9 20.8615 26.8049
10 20.9863 26.8263
1 20.4260 26.9183
12 21.5237 26.8863
13 17.0193 27.0476
14 18.9189 26.9755
15 21.0358 26.8206
16 18.5499 27.0211
17 23.4963 26.3537
18 23.3713 26.4630
1 19.4244 26.8978
20 20.0362 26.9379
21 22.9735 26.8277
22 19.8311 26.9415
23 23.3357 26.5990
24 19.0481 26.9956
25 18.3364 27.0016
26 22.8371 26.8127
27 17.2970 27.0323
28 22.3322 26.9539
29 19.3921 26.9457
30 18.5779 27.0218
31 17.4389 27.0043
32 18.4643 27.0217
33 17.4359 27.0073
34 23.0251 26.5988
35 21.0983 26.8323
21.6639  26.9060
37 20.7858  26.8206
Page 2
11:47:35 &M

38  19.4869  26.8978
39 20.6806  26.8234
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INSA in A brief

Appendix C
- INSA production factory

INSA was founded in the year 1950 as a clock producing factory, which
since then has become a major producer of clocks and watch mechanisms, as
well as a producer of water meters and many other products in the field of

measurement technology and mechanics.

Our research studying was applied on there types of it's products. These

types are clocks, water meters, and gas meters.
1. Clocks product

INSA's alarm clock mechanisms are designed according to classical

technical solutions and all mechanical parts are made of copper and brass.

In this field, they produce two types of clocks with two deferent types of

material plastic and wooden. The figurel below shows these types of products.

Chess Plastic Chess Wooden
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Figure C1. Chess Clocks types

Wooden

Contemporary quartz
Wall clock

Traditional
Pendulum

2. Water meter clocks

INSA factory produces three deferent groups of these types. These groups

are residential water meters, industrial water meters, and apartment water

meters.

All three types include dry and wet mechanisms. Both mechanisms are

compliant to standard ISO 4064 Class B and appropriate with hot and cold

water.

Figure C2. VVS3 Multi yet water meter with dry mechanism (residential water meter

clocks)
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WPI Woltman horizontal

VWYV - S3 Combined Water

Figure C3. Combined and cold water (Industrial water meter clocks)

£S5

Figure C4. RF1 G4 Residential diaphragm gas meter (Gas meter clock)
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TRADITIONAL
PENDULUM
WALL CLOCK

Traditional pendulum wall clock

This traditional pendulum wall clock 1s encased in solid oak wood and is operated by
a quartz movement, with an accuracy of +/- 0.3 seconds per day

The movement is operated by two AA battenes

Manufacturers warranty on all defective parts and labour 1s valid for two years from
date of purchase

The clock measures
Height 55 cm (21,6%) / Width 24 2 cm (0.77) / Depth 9.5 cm (1.97)

A.D. INSA - MANUFACTURER OF i + 381 (11) 3713 - 600
MEASUREMENTS INSTRUMENTS +381(11)3713-607
q . Fax +381(11)2614 - 330
Trifanska 21 ‘\?_ ’J‘. E-mail: office@insa.rs
11080 Belgrade - Zemun info@insa.rs
Republic of Serbia www.insa.rs
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RF1 G4
e RESIDENTIAL

@ DIAPHRAGM
JENE— AS METER

e ————————————
; The RF1 is a compact residential gas meter
| designed to measure accurately volumes
' : natural gas, LPG and all non-corrosive :

T
gk

TYPICAL ERROR CURVE

Ao iliOanwnwuas

e b tioem Tnia

www.insa.rs
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Tnia

TYPICAL PRESSURE LOSS CURVE
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G AT N e R D B
A.D. INSA - MANUFACTURER OF ' +381(11)3713-600
MEASUREMENTS INSTRUMENTS +381(11) 3713 - 606
Tré¢anska 21 @ A Fax: +381(11) 2614 - 330
11080 Belgrade - Zemun !
Republic of Serbia - fagm,  Emal mm.n“
www.insa.rs
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VVS3
Multi jet water meter

with dry mechanism

Compliant accordig to standard: EN 4064 Class Band C

This class of meter is used to measure the volume
of clean water, with temperatures up to

AN amd nesncciimn sim b 1£ hase
B TaSwure W AWV VETS.

DESCRIPTION AND PURPOSE

Insa’s Multi Jet, dry propelier, water meter is produced in according to international standards - EN 4064.
Accuracy classes are avalable n Band C.

A primary characteristc of these meters are the dry dial mechanism, which are isclated from the water. Meters of

this type are designed to measure the volume of consumed pure water, with temperatures up 1 40°C and
pressure up 1o 16 bars.

Our WS - 3 type gauge s generaly called: multl jet - propeller water meter with dry mechanism

The propelier rotation is transmitted through the magnetic coupling of the dial mechanism. This isclated the

mechanism from the influence of water and moisture

The smalest dial the Ter whee!™ contains a small metal plate that is used 1o generate pulses in the
electronic device for remote readout This device can be mounted on the water meter without the need for

dismanting or disassembly.)

This type of water mefter is suitable for remote sensing based on the need for AMR technology, whereby the

puise generator is mounted on the “lter whee!”.The dial gauge contains a security hologram with serial number.

MECHANISM CHARACTERISTICS

- The mechanism is compatible with currently produced water meters.

- The mechanism housing has a square shaped intake and exit opening. This type of
opening provides for much better water flow and causes a more favorable error curve.

- By changing the design and malerials used in production of the propeler and mechanism,
sensitivity and e of the gauge are significantly increased.

- The dial includes a fifth red hand which enables predise readout of deciliters.

- This water meter with this type of mechanism is approved by the Federal Bureau for
Measures and Precious Metals, Document dated 19.01 2000 Wi an ool b 2-14-2¢), in Serbia.

INSTRUCTIONS FOR INSTALLATION AND USE

- Before installation of the meter, the water supply network should be flushed with water, 10 remove any
debris.

- The filter should be instalied at the entrance of the waler meter.

« The direction of the arrow on the meter should follow the as direction of the water flow
through the supply network.

- Water meter should be placed horizontally with the dial facing up. ma

mnmmuw. wWww.insa rs
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I%‘

TYPICAL ERROR CURVE

TYPICAL PRESSURE DROP CU

©

™

TTF
1N 4
T 1F

™S

7

/

/

measurement error (%)
pressure drop (bar)

4

,<
g

o
B
o
o
§
0

~

Q

e 1000 Q15 Q25Q35,,06 Q10 100000

flow flow mih

Horizontal Vertical

20 |25 [ 30 | 40 13
3/4"| 1" |5/4"|6/4" %

190 | 260 ( 260 | 300| 105

120 (130 | 130 | 160 121

1" | 5/4"(6/4"| 2" 3/4"

2,00(2,70|2,70(6,20| 1,80

Diameter DN m [ 5 | 2[5 | 0| & | ® Weter meter] | Unit

Di mm/| 13
Class 8 | 8 |8 8 | 8 B inch | 14"
Qmax nth 3 5 0 | 10 2 30

Lenght | L
D mh | 15 | 25 | 5 | 5 | 10 | 15 il B | S
a W | 120 | 20 | 40 | &0 | 80 | 120 Height | H | mm | 115
Qnin W | 5 | 25 || 1w | ™ | W — -
Initial flow Th <N <5 [ <0 | D | A A | & D | inch | 3/4"
Max reading | 99999 | 99999 [ 99999 [99.9% | 999999 | 999999 - >
Minreadng Tar | 005 | 095 [005 | 0% | 05 | 05 Weignt 9 175
PN br | 16 | 16 | 16 | 16 | 1 1
Pressure drop at bar <« <« <« <« < <«

[i
% ADO OPTIONS

The VWS3 series of water meters are ready to be upgraded
for remote readout. Upgrade consists of replacement of the
“deciliter” hand with an by replacing the old glass with a new
one. The new glass contains two fixing points for ADO devices.

* compatibile devices are ADO-RF24/RF868 and ADO M-Bus

A.D. INSA - MANUFACTURER OF ﬁ
MEASUREMENT INSTRUMENTS
A Fax:
a& \ - E-mail:
Tri¢anska 21 a—
11080 Belgrade - Zemun www.insa.rs

Republic of Serbia

+381(11) 3713 - 600
+381(11) 3713 - 607
+381(11) 2614 - 330

office@insa.rs
info@insa.rs
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VWV - S3

Combined

Water meter

This class of meters is used for measuring the

total amount of cold water that flows through the
pipelines of industrial enterprises and mining plants.
This type of water meter (called “mother - child” water meter)
contains large industrial - Waltman water meter class ,,B“,
small - multi jet water meter in class ,,C“ and toggle valve.

- New design, easy maintenance.

- Large dial for easy readout.

- Minimal initial flow.

- Especially suitable for systems with variable flow rate.

- VWV S3 - has easy changeable mechanism sealed in special liquid capsule.

BASIC TECHNICAL DATA 7

ERROR DISPLAY

In a small area + 5% of the minimum
flow rate (Qmin) to the edge of the
transitional flow (Qt).

In a small area = 2% of the transitional Ma

flow (Qt) to overload flow (QS). www.insa.rs
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TYPICAL PRESSURE LOSS CURVE
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A.D. INSA - MANUFACTURER OF

MEASUREMENT INSTRUMENTS ' + :: :::; :;:: - :g
+ -

Trs¢anska 21 @ a Fax:  +381(11)2614 - 330
11080 Belgrade - Zemun - Sy cmei:  office@insa.rs
Republic of Serbia www.insa.rs info@insa rs

158



Appendix C:
INSA in A brief

WPI
Woltman horizontal
water meter

Compliant according to standard: ISO 4064 Class B

This class of meter is used for measuring
the total flow of cold water entering
industrial size compounds and

other large plants.

MAIN CHARACTERISTIC

- Dry mechanism with magnetic transmission.

- Vacumed dial eliminates fogging, wich makes reading much easier.

- For pemanent and reliable operation,high quality materials are used in production.

- The accuracy of measurement is in compliance with ISO 4064 standard, Class B.

- Minimal registry loss on minimum flow.

- The Universal register can be removed without removing the meter from the
pipeline, which enables very easy maintance and replacement.

Diameter Qs Qp Qt Qmin Initial Min. Max.
PERFORMANCE DN |Class| Max. |Nominal Tranzition | Minimal [ flow | digits | digits
(mm) flow flow flow flow readout | T t
CHARACTERISTIC! mih Uh e
50 B 30 15 3 045 | 150 | 0.01 | 9999999
65 B 50 25 5 075 | 170 | 001 | gg9gage
Work conditions 30 B 80 70 8 12 | 280 | o001
Water temperature = 40°C 100 B 120 60 12 18 200 | 001 | 9999999
Min. work pressure = 1.0 MPa 125 B 200 100 20 3 800 0.01 | 9999999
Max. work pressure = 1.6 MPa 150 B | 300 150 30 45 | 1200 | o001
200 B 500 250 50 75 | 1500 | 0.01 | 9999999

(%5) MEASUREMENT ERROR CURVE
+

w3 s 02gp  03gp  0.5qp qp qs

S Thia

www.insa.rs
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—

MINIMUM FLOW LOSS
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A.D. INSA - MANUFACTURER OF

+381(11)3713- 600
MEASUREMENT INSTRUMENTS @@ + 381 (1) 3713 - 607

Trétanska 21 A Fax:  +381(11) 2614 - 330
11080 Belgrade - Zemun @ Lo E-mail.  office@insa rs
Republic of Sertle www.insa.rs info@insa rs
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CHESS
CLOCKS

Housed in a beautiful solid wooden case, it runs
extremely quiet for an analog dock and its extra large
size along with the white and black artwork makes for
easy viewing during play. The large buttons on lop are
easy 10 find and are much quieter than brass buttons on
similar clocks. Insa's unique five minute flag has 15
second increments in the final minute for bitz games.
The Clock will run 24 hours on a single winding
Measures 18.7cm x 10cmx 55cm (6.7"x4.3" x2.2°)

Housed in a beautiful plastic case, available in several
colours, it runs extremely quiet for an analog clock and
its extra large size along with the white and black
artwork makes for easy viewing during play. The large
buttons on top are easy 1o find and are much quieter
than brass buttons on similar clocks. Insa's unique five
minute flag has 15 second increments in the final minute
for btz games. The Clock will run 24 hours on a single
winding. Measures 18.7cm x 10cm x 5.5cm (6.7° x 4.3°
x22)

A.D. INSA - MANUFACTURER OF

+ 381 (11) 3713 - 600
MEASUREMENT INSTRUMENTS B ean.er
) Fax  +381(11) 2614 - 330

Tricanska 21 <l ﬂé‘- E-mek:  oficeQines

Republic of Serbia www.insa.rs Ginsa.rs
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WOODEN
WALL CLOCK

Wooden wall clock

This pendulum clock has a solid oak wood frame and features a quartz movement,
which is accurate to +/- 0.3 seconds per day. The movement is operated by two AA
battenes

Manufacturers warranty on all defective parts and labour is valid for two years from
date of purchase

The clock measures
Height 53,5 cm (217), Width 31,5 cm (12.47), Depth 7.5 cm (2.957)

A.D. INSA - MANUFACTURER OF ' +381(11) 3713 - 600
MEASUREMENTS INSTRUMENTS + 381 (11)3713-607
Fax: +381(11)2614 - 330
Tri¢anska 21 © I E-mal:  oficeQ@insa.rs
11080 Belgrade - Zemun g info@insa.rs
Republic of Serbia www.insa.rs
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Tnia

CONTEMPORARY
QUARTZ
WALL CLOCK

Contemporary quartz wall clock

The clock features a white plastic frame, with rectangular minute and hour hands. It

features a quartz movement, accurate to +/- 0,3 seconds per day, and is operated by
a single AA battery.

Especially suitable for professional environments, like offices and retail outlets.

Manufacturers warranty on all defective parts and labour is valid for two years from
date of purchase.

The clock measures:
@ 32cm (12.57), Depth 6 cm (2.367).

A.D. INSA - MANUFACTURER OF ﬁ +381(11) 3713 - 600
MEASUREMENTS INSTRUMENTS +381(11) 3713 - 607
7~ Fax: +381(11) 2614 - 330
Tri¢anska 21 ‘\9,“ A E-mail: office@insa.rs
11080 Belgrade - Zemun info@insa.rs
Republic of Serbia www.insa.rs
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ITpuor 1.

M3jaBa 0 ayTOpCcTBY

ITormmmcanm-a Galal Hamed Senussi

6poj ymmmca D 48/10

M3jaBspyjem
71a je JOKTOpCKa AMcepTaliyja o/, HacJIOBOM

IMPROVMENT OF THE PRODUCTION PROGRAM PLANNING
PROCESS IN BUSINESS PRODUCTION SYSTEM.

® pesyJTaT COIICTBEHOT VICTPaXMBA4YKOr paja,

® Jla IIpeyIoXKeHa AycepTalyja y LeJIMHY HI Y IeJIoBMMa Hije O1ia
HperyIoXkeHa 3a Jobujare OWI0 Koje IUIUIOMe IpeMa CTYAMjCKUM
IporpaMmmMa APYyTMX BUCOKOIIKOJICKIX YCTaHOBA,

¢ J1a Cy pe3yyITaTVi KOPeKTHO HaBeneHu U

® la HyCaM KpIIvo/Jjia ayTopcKa IIpaBa M KOPVUCTIO VHTEJIeKTYaIHy

CBOjUHY JPYTHX JIUIIA.

ITornmc noxropanagay

beorpany, / /2013



ITpuor 2.

VI3jaBa 0 MCTOBeTHOCTY IITaMIIaHe ¥ eJIEKTPOHCKe Bep3¥je TOKTOPCKOT paja
Vme n npesume aytopa:  Galal Hamed Senussi

bpoj ymmca: D 48/10

Crynujckn mporpam: Doktorske studije

HacioB paga :

IMPROVMENT OF THE PRODUCTION PROGRAM PLANNING
PROCESS IN BUSINESS PRODUCTION SYSTEM.

MenTop : Dr.Mirjana Misita, associate Professor
ITormmcanm : Galal Hamed Senussi

V3jaBJbyjeM Jia je ITaMIlaHa Bep3uja MOT JOKTOPCKOI pajia MCTOBeTHa
€JIeKTPOHCKO] Bep3uji1 KOjy caM IIpefao/ j1a 3a obOjaBsbuBarke Ha IIOPTaITy
AurnrtaaHor peno3uTopmjyma YHuBep3uTera y beorpany.

[l o3BospaBaM a ce objaBe MOju1 JIMTYHY TIOJAIIN Be3aHM 3a Jo0Vjarke aKaleMCKOT
3Barba JOKTOpa HayKa, Kao IIITO Cy VMe U IIpe3VMe, TO/HA 1 MecTo pobersa 1
AaTyM ofmOpaHe pasa.

OBu JIMuHM TIOAIM MOTY ce 00jaBUTHM Ha MPeXHVM CTpaHuIlaMa JIUTMTaIHe
OubrmmoTeke, y eJIeKTPOHCKOM KaTaJIOry U y IIyOimKamnyjaMa YHuBep3uTeTa y
beorpany.

ITortiic mokTOopaHaa

Y beorpany, / /2013



ITpuor 3.

MsjaBa o kopuithemy

Osnamthyjem YHmBep3suTercky O0mbmoreky , Cerozap Mapkxosuh” na 'y
Hvruramau peniosuropujyM YHUBep3uTeTa y beorpagy yHece Mojy JOKTOPCKY
AVicepTaLVjy IO/, HaCJIOBOM:

IMPROVMENT OF THE PRODUCTION PROGRAM PLANNING
PROCESS IN BUSINESS PRODUCTION SYSTEM.

KOja je Moje ayTOPCKO JIeJI0.

HucepTariyjy ca cBUM IIpuIo3rMa IIpefiao/jia caM y eJIeKTpOHCKOM dopMaTy
IIOTOTHOM 3a TPajHO apXMUBUparbe.

Mojy mokTopcKy nycepranujy oxpamweHy y Jurnraainm pernosuTtopujym
YHuBepsureTa y beorpamy Mory ma KopuicTe CBM KOju HOIITYjy ofgpende
cazpXaHe y ogabpanoM Tuiry ymrieHIle Kpeatnsre 3ajemauite (Creative
Commons) 3a Kojy caM ce OfIy4no/ ja.

1. AyropctBo

2. AyTOpCTBO - HEKOMEPLIVjaJIHO

3. AyTOpCTBO - HeKOMepIiujaJIHO — Oe3 Impepajie

4. AyTOpCTBO — HEKOMEPIVjaJIHO — JIeJINTY IO/, VICTVIM YCJIOBVIMA
5. AytopctBo - 0e3 mpepane

6. AyTOpCTBO - OeJINTY MO ICTUIM YCJIOBMMa

(MormMo Ia 3a0Kpy>XKuTe caMo jeZIHY O IIecT IIOHyDeHMX JINIIeHIN, KpaTaK
OIIVIC JIVILIEHIIM JIaT je Ha rosiebuam rvicTa).

IToriic moKTOpaHaa

Y beorpany, / /2013



1. AyropctBo - [Jlo3BosbaBaTe YMHOXaBarbe, IOMUCTPUOYHUjy W jaBHO
caollITaBarbe JIejla, v IIpepaje, ako ce HaBe/le MMe ayTopa Ha HauuH ofgpeben
OJI CTpaHe ayTopa Wiu JaBaolla JIMIeHIIe, YakK 1 y KoMepHujasiHe cepxe. OBo je
HajCJIO00IHMja OfT CBUX JIULIEHIIN.

2. AytopcTBO - HekoMepLyjasiHo. Jlo3BojbaBaTe YMHOXaBame, AUCTPUOyLjy 1
jaBHO caoIllllTaBambe Jiejla, 1 IIpepaje, ako ce HaBelle MMe ayTopa Ha HauyMH
onpebeH of1 cTpaHe ayTopa Wwin JaBaolia jinileHIle. OBa jIviieHIla He JJO3BOJbaBa
KoMepIlyjaJIHy yHoTpeOy fea.

3. AyTOpCcTBO - HeKOMepLMjaslHO - Oe3 mpepase. [lo3BospaBaTe YMHOXABabe,
AVICTPUOYLMjy ¥ jaBHO CaoIIIITaBabe fesia, 0e3 ImpoMeHa, IIpeodIKoBarba VTN
yrorpeOe fej1a y CBOM JIely, aKO Ce HaBeJle VIMe ayTopa Ha HauMH ofpebeH o1
CTpaHe ayTopa WM [asaolia JmreHile. OBa JIMIleHIIa He [103BOJbaBa
KOMepLVjaJIHy YIOTpeOy [ena. Y OIHOCY Ha CBe OCTajle JIMIIEHIIE, OBOM
JINIIEHIIOM Cce orpaHM4aBa Hajpelin 0OvM 1paBa kopuhersa f1ea.

4. AyTopcTBO - HEKOMepILIMjaTHO — IeJIUTY II0JI ICTVUM ycJIoBMUMa. [Jo3BosbaBare
yMHOXaBakbe, OMCTpUOYLNjy 1 jaBHO caoIlllITaBambe [ejla, U Ipepaje, ako ce
HaBeJle MMe ayTopa Ha HaumH ofipebeH o7 cTpaHe ayTopa WIM [laBaolia
JIIIeHIIe VI aKo ce IIpepasa AUCTPUOyMpa MO ICTOM VUIVI CIIVTIHOM JIVIIEHIIOM.
Osa smi1ieHIIa He 103BOJbaBa KOMepLIMjaJIHy YIIOTpeOy Iesia 1 IIpepaza.

5. AyropctBo - Oe3 mpepane. lo3BoibaBaTe YMHOXaBakbe, OUCTPUOYLjYy U
jaBHO caoIIIITaBambe /iejla, Oe3 IIpoMeHa, IIpeodIIMKoBama Wi yrnorpebe fera y
CBOM JIeJTy, aKO ce HaBefle VIMe ayTopa Ha HaumH onpebeH o cTpaHe ayTopa
W Aasaora Jmmenrle. OBa JMIleHIIa H03BOJbaBa KOMepIVjajIHy YIIOTpeOy
nesa.

6. AyTOpCTBO - HeIUTV IIOH WCTUM ycjIoBuMa. Jlo3BojbaBaTe YMHOXKaBambe,
AUCTpUOYLIMjy M jaBHO caoIllTaBarbe fejla, M Ipepazle, ako ce Hapele MMe
ayTopa Ha HauuMH ofpebeH of] cTpaHe ayTopa WIN JlaBaolia JIUIIeHIle U aKo ce
npepaga AVCTpUOyMpa IIOX WCTOM WWUIM CIIMYHOM JmreHrioM. OBa JmiieHIIa
J103BOJbaBa KOMepLIMjaIHy yIIoTpedy Aeita 1 npepana. CyimyHa je codpTBEpCKM
JMIIeHIIaMa, OJJTHOCHO JIMIIeHIlaMa OTBOPeHOr KoJia.



